1 Question 1

In class, we discussed how, given a windowing function \( w(s,t) \), we can use the following covariance metric:

\[
E_w(u,v;x,y) = \sum_{s,t} w(s,t) [I(x-s+u,y-t+v)-I(x-s,y-t)]^2,
\]

in order to identify whether an image patch centered at \((x,y)\) looks like a corner. In particular, large values of \( E_w \) for all possible displacements \((u,v)\) of the window indicate that the patch is a corner.

1. Assuming that the displacements \( u \) and \( v \) are small, show that the metric of Equation (1) can be approximated as:

\[
E_w(u,v;x,y) \approx [u,v] \cdot \mathcal{M}_w(x,y) \cdot [u,v]^T,
\]

where \( \mathcal{M}_w(x,y) \) is the covariance matrix:

\[
\mathcal{M}_w(x,y) = \begin{bmatrix}
\sum_{s,t} w(s,t)I_x(x-s,y-t)I_x(x-s,y-t) & \sum_{s,t} w(s,t)I_x(x-s,y-t)I_y(x-s,y-t) \\
\sum_{s,t} w(s,t)I_y(x-s,y-t)I_x(x-s,y-t) & \sum_{s,t} w(s,t)I_y(x-s,y-t)I_y(x-s,y-t)
\end{bmatrix}.
\]

2. Show that the covariance matrix can be written equivalently as:

\[
\mathcal{M}_w(x,y) = w(x,y) * \begin{bmatrix}
I_x(x,y)I_x(x,y) & I_x(x,y)I_y(x,y) \\
I_y(x,y)I_x(x,y) & I_y(x,y)I_y(x,y)
\end{bmatrix},
\]

where * indicates convolution of the windowing function \( w(x,y) \) with each element of the matrix.

3. As we discussed in class, we can derive various “cornerness” metrics that take the form of functionals of only the product and sum of the eigenvalues of the covariance matrix. Pick your favorite one (or propose your own), and explain how you would compute this metric efficiently for the entire image, using only convolutions and element-wise operations between images. You can explain this either verbally, or using pseudocode.
2 Question 2

In class we discussed a measure of “cornerness” based on the covariance matrix $\mathcal{M}_w$. An alternative approach to corner detection is based on another matrix, the Hessian:

$$
\mathcal{H}(x, y) = \begin{bmatrix}
I_{xx}(x, y) & I_{xy}(x, y) \\
I_{xy}(x, y) & I_{yy}(x, y)
\end{bmatrix}.
$$

Like the covariance matrix, the Hessian is real and symmetric and therefore has two real (but not necessarily positive) eigenvalues. The eigenvalues and eigenvectors of the Hessian have a different geometric interpretation, however, and this interpretation is depicted in Fig. 1. If we interpret the intensity function $I(x, y)$ as a surface, then the eigenvalues of $\mathcal{H}(x, y)$ correspond to the principal curvatures of the surface at the point $(x, y)$, meaning the values of maximum and minimum curvature at that point. The eigenvectors are orthogonal and correspond to the directions of maximum and minimum curvature. Finally, the product of principal curvatures is the Gaussian curvature, and their average is the mean curvature. Figure 1 shows a visualization of these curvatures.

1. Explain what characteristics the eigenvalues of the Hessian matrix of a patch should have for the patch to be a corner. Draw a visualization similar to that of slide 72 of lecture 5, this time using the eigenvalues of the Hessian matrix instead of those of the covariance matrix.

Figure 1: Eigenvalues ($\lambda_1, \lambda_2$) of the Hessian correspond to the principal curvatures of a surface and can be used to classify different surface types.
2. Propose one-two simple metrics that use functionals of the Gaussian and mean curvature of the Hessian matrix to measure the “cornerness” of an image patch. How do these compare to the cornerness metrics we derived based on the covariance matrix?

3. Explain how you would compute these metrics efficiently for the entire image, using only convolutions and element-wise operations between images. You can explain this either verbally, or using pseudocode. How does this computation compare to the one you did for the cornerness metrics based on the covariance matrix in Question 1?
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