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This homework is just a list of fundamantal linear algebra facts you should know. You should have
an idea how the proofs also go.

1 Orthogonal Projection

Suppose that Ax = b is an over constrained linear system and we would like to find an x to minimize
|Ax− b|22, the L2

2 distance.

1. Show that the answer to our minimization problem is:
1) The system ATAx̄ = AT b always has a solution, if the columns of A are independent.
2) The x̄ is solution to our problem.

2. The projection of b ∈ Rm onto the column space of an m by n matrix A is the linear matrix
A(ATA)+AT , where + is the pseudo inverse.

2 Spectral Theorem

Suppose that A is a symmetric n by n real matrix. Show that A hs the following properties:

1. The eigenvalues are all real.

2. A has a complete set of eigenvalues and eigenvectors, i.e., Its eigenvectors span a space of
dimension n.

3. A = UTΛU where the rows of U are an orthonormal set of eigenvectors for A and Λ is a
diagonal matrix of eigenvalues for A.

4. If λ1, . . . , λn are the eigenvalues of A and x1, . . . , xn are the respective orthonormal eigenvec-
tors as column vectors then

A = λ1x1x
T
1 + · · ·+ λnxnx

T
n

3 Matrix Exponential

Assuming that A is real symmetric, use the Spectral Theorem show that eA is well defined and give
a simple expression for it.


