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A Theoristẘs Toolkit 
 

Lecture 1  
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This will be the only lecture with slides.  



Todayẖs Lecture 

Part 1:   What this course is about.  

      (Answer: CS theory and math.)  

 

Part 2:   How to present mathematics.  

 

Part 3:   How to do  mathematics.  



Part 1:  What this course is about.  



What this course is about  

A  Theoristẖs  Toolkit 



What this course is about  

A  Theoristẖs  Toolkit 

The indefinite article.  

Moving on.  



What this course is about  

Theoretical Computer Science (TCS)  

= Algorithms and Computational Complexity  

A  Theoristẖs  Toolkit  



What this course is about  

A brief introduction to  

a number of topics and tools  

Ẓ especially mathematical ones Ẓ 

that arise in TCS research.  

A  Theoristẖs  Toolkit  



What this course is about  

An approximate syllabus  

Asymptotics  

Central Limit Theorem  

Chernoff  Bounds  

Computational Models  

Spectral Graph Theory  

Fields and polynomials  

Error -correcting codes  

Derandomization  

Linear Programming  

Semidefinite  Programming  

Constraint Satisfaction Problems  

Communication Complexity  

Information Theory  

High -dimensional Geometry  

Streaming & Property Testing  

Analysis of Boolean Functions  

Proof Complexity  

Quantum Computation  

Cryptography  

Probabilistically Checkable Proofs  



More breadth than depthẨ 

The ẛbackground knowledgeẞ 

that it helps to know forẨ 

Å Reading TCS papers  

Å Attending TCS talks  

Å Doing TCS research  

What this course is about  



Å Anyone who might be interested  

in doing TCS research.  

 

Å Prime target audience member (?):  

  First -year graduate student with  

  some interest in CS theory.  

 

ÅẛMathematical maturityẞ is a must. 

Who is this class for?  



http://www.cs.cmu.edu/~15751  

for links to homework, Piazza (sign up!), schedule  

Logistics  

HOMEWORK will be the main form of evaluation.  

Approximately 8, typically due/out on Mondays.  

LaTeX  solutions mandatory.  

Homework 1 is released, due Sept. 19!  

Grades:   80% homework  

  15% take -home final  

     5% participation  



Part 2:  How to present mathematics.  



Writing math: LaTeX  

You must become fluent in LaTeX . 

If you are very unfamiliar with LaTeX : 

Å Start with Overleaf.com or ShareLaTeX.com  

Å Use Google & tex.stackexchange.com to  

find out how to do anything & everything  

ÅMaybe get ẛShort Math Guide for LaTeXẞ  



LaTeX  workflow  

Select a good text editor that understands  

you are writing in LaTeX . 

Essential featuresẨ. 

Å syntax highlighting  

Å hotkey to compile/display  

Å ẛsynchronizationẞ/ẛroundtripping ẞ 

Å text/reference autocompletion  

Å block commenting  

Produce pdf  output (command: PDFLatex ).  

Nobody uses .dvi or . ps these days!  



Popular LaTeX  editors  

Browser -based:  (good for collaborationẨ or solo!)  

Å Overleaf.com,   ShareLaTeX.com  
 

Windows:   (typically also need MiKTeX ) 

Å WinEdt ,   TeXnicCenter  
 

Mac:  

Å Texpad ,   TeXShop  
 

Linux:  

Å Kile  
 

All three:  

Å Texmaker ,   TeXstudio  

Å Sublime + LaTeXing  (or LaTeXTools ) plugin  

Å Emacs  + AUCTeX + RefTeX  



LaTeX  workflow  

Create a stub . tex  file,  

a lifetime .sty file,  

and a lifetime .bib file.  



LaTeX  ẑ stub . tex  file example  
\ documentclass [11pt]{article}  

\ usepackage { odonnell }  

 

\ begin{document}  

 

\ title{}  

\ author{Ryan O'Donnell \ thanks{odonnell@cs.cmu.edu}}  

\ date{ \ today}  

 

\ maketitle  

 

%\ begin{abstract}  

%\ end{abstract}  

 

 

%\ section{}  

 

 

%\ bibliographystyle {alpha}  

%\ bibliography{ odonnell }      

 

\ end{document}  

refers to odonnell.sty , 

my lifetime .sty file  

refers to odonnell.bib , 

my lifetime .bib file  



LaTeX  ẑ lifetime .sty file  

\ usepackage {fixltx2e,amsmath,amssymb,amsthm,amsfonts,bbm,graphicx,fullpage}  

\ usepackage [ colorlinks,citecolor =blue,bookmarks =true]{ hyperref }  

 

\ theoremstyle {plain}  

\ newtheorem {theorem}{Theorem}[section]  

\ newtheorem {lemma}[theorem]{Lemma}  

\ newtheorem {corollary}[theorem]{Corollary}  

\ newtheorem {proposition}[theorem]{Proposition}  

 

\ theoremstyle {definition}  

\ newtheorem {definition}[theorem]{Definition}  

\ newtheorem {remark}[theorem]{Remark}  

 

 

% for ``commenting out'' chunks of text  

\ newcommand{ \ ignore}[1]{}  

 

% for notes on the text  

\ newcommand{ \ ryansays }[1]{{ \ color{red}{ \ tiny [Ryan: #1]}}}  

 

% macros  

\ newcommand{ \ R}{{ \ mathbbm R}}  

\ newcommand{ \ eps }{ \ epsilon }  

% ...  



LaTeX  ẑ lifetime .bib file  

Start yours  

today!  

@STRING{ann  = {Annual}}  

@STRING{proc  = {Proceedings of the}}  

@STRING{focs  = {IEEE Symposium on Foundations of Computer Science}}  

@STRING{focs12 = proc  # { 53rd } # ann  # { } # focs }  

@STRING{focs13 = proc  # { 54th } # ann  # { } # focs }  

@STRING{stoc  = {ACM Symposium on Theory of Computing}}  

@STRING{stoc12 = proc  # { 44th } # ann  # { } # stoc }  

@STRING{stoc13 = proc  # { 45th } # ann  # { } # stoc }  

 

@ARTICLE{AGHP92, 

   author = { Alon , Noga and Goldreich , Oded and H{ \ aa} stad , Johan and Peralta, Ren{ \ 'e}},  

    title = {Simple constructions of almost {$k$} - wise independent random variables},  

  journal = {Random Structures \ & Algorithms},  

   volume = {3},  

     year = {1992},  

   number = {3},  

    pages = {289 -- 304},  

      doi  = {10.1002/rsa.3240030308},  

      url  = {http://dx.doi.org/10.1002/rsa.3240030308},  

}  

   

@ONLINE{CLRS13,  

      author = {Chan, Siu  On and Lee, James and Raghavendra , Prasad and Steurer , David},  

       title = {Approximate constraint satisfaction requires large {LP} relaxations},  

     version = {1},  

        date = {2013 - 09- 03},  

        note = {arXiv:1309.0563},  

  eprinttype  = { arXiv },  

 eprintclass  = {cs.CC},  

      eprint  = {1309.0563}  

}  

 

@INCOLLECTION{MR12,  

    author = {Mossel, Elchanan and R{ \ 'a} cz , Mikl { \ 'o}s},  

     title = {A quantitative {G} ibbard -- {S} atterthwaite  theorem without neutrality},  

 booktitle  = stoc12,  

     pages = {1041 -- 1060},  

 publisher = {ACM},  

      year = {2012},  

       doi  = {10.1145/2213977.2214071},  

       url  = {http://dx.doi.org/10.1145/2213977.2214071},  

}  

Use .bib file  

management  

software:  
 

e.g., JabRef, Zotero , 

Mendeley , Papers  



LaTeX  ẑ lifetime .bib file  

Please make your .bib entries high quality!  

This is gross.  

You may as well  

have a spelling  

mistake in your  

title.  



LaTeX  ẑ lifetime .bib file  

ÅHave a standard for citing proceedings  

(FOCS, STOC, etc.) and arXiv  and ECCC.  

ÅGet capitalization correct: {B}races needed  

ÅPut in peopleẘs first and last namesẓwith the diacritcs !  

ÅUse math mode for math parts of titles  

 

 

 

 

 

 
@article {GMPT10,  

    AUTHOR = {Georgiou, Konstantinos  and Magen, Avner  and Pitassi , Toniann  and Tourlakis , Iannis },  

     TITLE = {Integrality gaps of {$2 - o(1)$} for vertex cover {SDP}s in the  

         { L} ov \ ' asz -- { S} chrijver  hierarchy},  

   JOURNAL = {SIAM J. Comput.},  

  FJOURNAL = {SIAM Journal on Computing},  

    VOLUME = {39},  

      YEAR = {2010},  

    NUMBER = {8},  

     PAGES = {3553 -- 3570},  

DOI = {10.1137/080721479},  

       URL = {http://dx.doi.org/10.1137/080721479},  

}  

Please make your .bib entries high quality!  



LaTeX  ẑ lifetime .bib file  

Where to get .bib entries:  

1. Always try www.ams.org/mrlookup  first.  
(The best  entries, and you donẖt need ams.org access.)  



LaTeX  ẑ lifetime .bib file  

Where to get .bib entries:  

2. Failing that, scholar.google.com . 
               (DBLP is also decent.)  



LaTeX  ẑ version control  

Version control software a must: will save you  

heartache and help you collaborate with others.  

Browser editors like Overleaf & ShareLaTeX  

have some built in.  

If  sophisticated & can convince your coauthors:  

Git  (bitbucket , SourceTree , gitobox ) 

Else, Dropbox  or similar are the bare minimum.  



LaTeX  ẑ my top peeves  

DONẖT DO  

$ < U, V > $  $ \ langle  U, V \ rangle  $ 

"quotes"  ``quotesôô 

$$ f(x) = x^2 $$  

\ [  

    f(x) = x^2  

\ ]  

$ log(1+x) $  $ \ log(1+x) $  

\ [  

  ( \ frac { ax+b }{cy})^2  

\ ]  

\ [  

  \ left( \ frac { ax+b }{cy} \ right)^2  

\ ]  



LaTeX  ẑ my top peeves  

DONẖT DO  

\ begin{ eqnarray }  

  y &=& (x+1)^2 \ \  

    &=& x^2+2x+1  

\ end{ eqnarray }  

\ begin{align}  

  y &= (x+1)^2 \ \  

    &= x^2+2x+1  

\ end{align}  

If A is a matrix, then  If $A$ is a matrix, then  

Lemma \ ref{ lem:big } is  

due to Blum \ cite{Blu99}  

 

Lemma~\ ref{ lem:big } is  

due to Blum~ \ cite{Blu99}  

assuming -  as we do ï that  

the Birch - Swinnerton - Dyer  

Conjecture holds  

assuming --- as we do --- that  

the Birch -- Swinnerton - Dyer  

Conjecture holds  



LaTeX  ẑ my top peeves  

DONẖT DO  

one party, e.g. Alice, is  one party, e.g. \  Alice, is  

\ [  

  a- b=2 ~~~~~~~~ a+b=4 

\ ]  

\ [  

  a- b=2 \ qquad  a+b=4 

\ ]  

we execute $ALG(x)$  we execute $ \ textnormal {ALG}(x)$  

\ begin{proof}  

\ [  

  x=1 \ implies x^2=1.  

\ ]  

\ end{proof}  

\ begin{proof}  

\ [  

  x=1 \ implies x^2=1. \ qedhere  

\ ]  

\ end{proof}  



LaTeX  ẑ my top peeves  

I could go on.  When in doubt, look up the correct  

thing to do at  tex.stackexchange.com  !  



Writing mathematics well  

This is a challenging, lifelong skill.  

If I had to give two pieces of adviceẨ 

1. This is math, so it has to be 100% correct.  

   

 

 

2. Take pity on your poor reader; help them out.  

 

that said,  



LaTeX  ẑ drawing  

DONẖT BE LAZY:  include figures  to help the reader.  
 

 

 \ usepackage { graphicx }  

 ...  

 \ includegraphics {mypicture.png}  
 

Was that so hard?  
  

Works with  .jpg , . png , . pdf , . eps  
 

To draw figs:  Inkscape , TikZ, Ẩ  

        but thereẘs a learning curve. 
 

Recommendation:  draw figs with your presentation 

software (PowerPoint, Keynote, Ẩ), since you have to 

learn it anywayẨ 



Presentation software  

If you write a paper, youẘll have to make a talk. 

 

To make a talk, youẘll need PowerPoint/Keynote/Beamer. 

 Any of these is fine, but youẘll still suffer the 

 ẛdrawing figuresẞ challenge with Beamer. 

 

Itẘs not ẛhipẞ, but b ecome a hacker  in one of these.  

 

Learn to integrate beautiful math equations : 

 PowerPoint:  Built -in Equation Editor is now good!  

     Alternative: IguanaTex  

 Keynote:    LaTeXiT  (Iẘm told) 

 Beamer:    Automatic  



Presenting math well  

 I like Kayvon  Fatahalianẘs tips:  

 
http://www.cs.cmu.edu/~kayvonf/misc/cleartalktips.pdf  



Part 3:  How to do  mathematics/TCS.  



Use Google Scholar . 
 

Å Use CMU credentials (VPN) to get journal issues online.  
 

Å Alternative:  check the authorẘs home page. 
 

Å Books/some older journal articles can be found  

in the actual physical science library, in Wean.  
 

Å For books, first use Google Books / Amazonẘs  

ẛRead Insideẞ feature to try to find what you want. 
 

Å There are other methods.  
 

Å All else fails : Interlibrary loan is not too slow  

(https:// illiad.library.cmu.edu/illiad/illiad.dll ) 

Finding papers  



 

If you look at a paper, even briefly:  

1. Check its ẛcited byẞ link on Google Scholar 

2. Save a local copy.  

 

Maintain a giant folder of saved papers!  

Even better: Add to Jabref /Mendeley /Zotero Ẩ 
 

Use a consistent naming convention.  

E.g., nisan - wigderson - log - rank - conj.pdf  

This will save you 100ẘs of hours, lifetime. 

Finding papers  



Papers citing / cited by the paper youẘre reading 

Proceedings of recent FOCS/STOC/SODA/CCC  

Google Scholar Alerts  

Recent posts to ECCC (http://eccc.hpi - web.de / ) 

       or arXiv  (http://arxiv.org/corr/home ) 

http://scirate.com  

How to find papers to read  



Read TCS blogs:  http://feedworld.net/toc  

Stay au courant  

Follow your favorite researchers on Twitter  

Attend talks at CMU:  

 Theory Lunch , every Wed. noon, GHC6115  

 ACO Seminar , every Thu. 3:30, Wean 8220  
 

CMUẘs theory - announce  mailing list:  
 https :// mailman.srv.cs.cmu.edu/mailman/listinfo/theory -announce  

 

CMUẘs TCS YouTube channel:  
 https ://www.youtube.com/channel/UCWFp4UWNiOv71j0sPbdNiqw  



Watch videos of talks from elsewhere:  
 

Å  https://sites.google.com/site/plustcs/  

Å  https://video.ias.edu/csdm  

Å  https:// simons.berkeley.edu/videos  

Å  http://www.birs.ca/videos/2016   

Å   (e.g., Venkatẘs talk there from 2 days agoẨ) 

Å  https ://www.youtube.com/user/MicrosoftResearch  

Å  http:// theory.cs.princeton.edu/videos.html  

Å  Many conferences (e.g., some STOC/FOCS)  

  have videos of the talks available online  

Å  Some researchersẘ home pages have links to their talks 

Stay au courant  



Streetfighting  Mathematics  

(title stolen from Sanjoy  Mahajan ) 



Q:   What is the next number in the series?  

1, 2, 5, 20, 125, 1070, ???  

A:    Just look it up at oeis.org  

 (Online Encyclopedia of Integer Sequences)  





Q:   What are the  

 Stirling  numbers of the second kind ? 

 

      What is the explicit formula for them?  

A:   Look it up on Wikipedia  





Q:   What is 0.601907230197 ? 

A:   Look it up at Inverse Symbolic Calculator  

(This question based on a true story.)  





Q:   What is the Bessel K function?  

A:   Look it up on Wikipedia  



An anecdote  

Theorem:   Any alg. for SAT using n o(1)  space requires  

  time          , where c is the largest root of  

  c3₁c2₁2c+1=0;  i.e., c ↄ 1.801. 

Ryan Williams had an awesome CMU PhD thesis.  

I read the first draft.  Its #1 theorem was:  
 

I had my computer calculate a few more digits:  

c ↄ 1.801937736. 

Plugged it into Inverse Symbolic Calculator...  





An anecdote  

Theorem:   Any alg. for SAT using n o(1)  space requires  

  time                      .  

I let him know, and now his famous theorem reads:  



Q:   Let K, L ╤ Rn be closed, bounded, convex  

      sets with smooth boundary.   

      Does K₩L have piecewise-smooth boundary?  

A:   Well, I didnẘt know, but itẘs the kind of 

      question where you just know  that some  

      expert in analysis knows the answer.  

 

      Ask on mathoverflow.net.  





Stackexchange  sites  
Mathoverflow.net:   

     For research -level questions about math.  
 

CSTheory.stackexchange.com,  

CS.stackexchange.com,  

     Two places for questions about TCS. 
 

math.stackexchange.com : 

     For help with math questions at any level.  

     (Do not post your homework here!!!)  
 

tex.stackexchange.com:  

     For any questions about LaTeX . 



Q:   Whatẘs the 4th -order Taylor series  

      for arcsin (x)?  

A:   Ask Maple/ Mathematica /Sage.  

 

  (The first two are equally awesome.  

   Sage is free, and is based around python.  

   Maple/ Mathematica  freely accessible at CMU.  

   For quick things, use wolframalpha.com.)  





What else are  
Maple/ Mathematica  good for?  

A:  Everything. Use liberally.  

Plotting functions  

Testing numerical conjectures  

Solving linear progs  (symbolically, too)  

Simplifying complicated expressions  

Generating random numbers  

Integrating (symbolically/numerically)  

Finding roots of equations  

Empirically checking inequalities  

Maximizing/minimizing expressions  

Outputting LaTeX of expressions  

Inverting matrices (symbolically, too)  

Testing primality /irreducibility  

 

Finding eigenvalues, SVDs  

Writing code  

Gröbner  bases  

Finite field arithmetic  

Solving differential equations  

Explicit computations  

Visualizing graphs  

Solving systems of equations  

Quadratic programming  

Curve fitting  

Asymptotics  and Taylor series  

Differentiating  

 



What else are  
Maple/ Mathematica  good for?  

A:  Everything. Use liberally.  

Basically, if itẘs a math problem, and  

you think someone in history ever thought of  

using a computer to do it,  

then Maple/ Mathematica  can do it.  

PS:  You should also learn Matlab . 

 Often better for numerical things.  



Streetfighting  Mathematics  

an example  



Q:   Suppose p(x) is a polynomial of degree Ò k 

      which is bounded in [₁1,+1] for x  [₁1,+1].  

     What is the largest p Ẫ(0) can be?  

Remark:   This question actually comes up from  

     time to time in analysis of boolean  functions.  

     You can probably  solve it with judicious Googling . 

     Also appropriate for math.stackexchange.com,  

                    if you put in a reasonable effort first.  

Letẘs solve it using streetfighting  mathematics.  



Q:   Suppose p(x) is a polynomial of degree Ò k 

      which is bounded in [₁1,+1] for x  [₁1,+1].  

     What is the largest p Ẫ(0) can be?  

   Letẘs think about k = 3, say, so 

       p(x) = a + bx  + cx 2 + dx 3 

   For each value of x,  e.g. x = .2 ,  

   we have a constraint :  

          ₁1 Ò a + .2b + .04c + .008d Ò +1  

   We want to maximize  b  



Q:   Suppose p(x) is a polynomial of degree Ò k 

      which is bounded in [₁1,+1] for x  [₁1,+1].  

     What is the largest p Ẫ(0) can be?  

   Letẘs think about k = 3, say, so 

       p(x) = a + bx  + cx 2 + dx 3 

   For each value of x,  e.g. x = .2 ,  

   we have a constraint :  

          ₁1 Ò a + .2b + .04c + .008d Ò +1  

   We want to maximize  b  

We have infinitely many  
constraints, but probably not 
much changes if we just take 
some random 5000 of them.  



So say we have 10,000 linear inequalities  

over the variables a, b, c, d;  

they form some polytope  in R4. 

We want to maximize b.  

This is a ẛLinear Program ẞ (a topic weẘll study). 

Maple/ Mathematica /Matlab  can solve it.  





deg  = 3:  looks like maximizer  is p(x) = 3x₁4x3 



deg  = 1:  p(x) = 1 x  



deg  = 2:  p(x) = .5+ 1x₁.5x2 



deg  = 3:  p(x) = 3x₁4x3 



deg  = 4:  p(x) = 3x₁4x3 again (!)  



deg  = 5:  p(x) = 5x₁20x3+16x 5 

 



deg  = 6 :  p(x) = 5x₁20x 3+16x 5 again  



Summary:  
 

 Except for weird anomaly at degree 2,  

 looks like degree 2k optimizer is the same  

 as the degree 2k₁1 optimizer. 
     (In fact, thatẘs true; can you see why?) 

 

 So letẘs focus on odd degree. 
 

 p1(x) = 1 x 

 p3(x ) = 3x₁4x3 

 p5(x ) = 5x₁20x3+16x 5 

 

 Largest p Ẫ(0) seems to equal degree,  

 but now what?  



Summary:  
 

 Except for weird anomaly at degree 2,  

 looks like degree 2k optimizer is the same  

 as the degree 2k₁1 optimizer. 
     (In fact, thatẘs true; can you see why?) 

 

 So letẘs focus on odd degree. 
 

 p1(x) = 1 x 

 p3(x ) = 3x₁4x3 

 p5(x ) = 5x₁20x3+16x 5 

 

 Largest p Ẫ(0) seems to equal degree,  

 but now what?  

Try typing these  
coefficients  
into oeis.org  








