Computer Science Ethics

15-110 — Monday 05/03



* Final Exam
* Next Monday 05/10 8:30-11:30am EST
* Exam should take ~2 hours but you have the whole 3 hour period
» Same rules as usual - open note, closed collaboration, clarification questions on Piazza

e Final Exam Review
* Topics list posted now; practice problems posted Thursday
* Review in recitation — request topics here: https://forms.gle/QsRw8PuvC4PKmUhb8
* Small group reviews by request

* Check6-2 Revision Deadline
* Wednesday 05/05 at noon EST
e Submit what you've got, even if it isn't done!


https://forms.gle/QsRw8PuvC4PKmUhb8

e Understand the current extent of data collection on the internet and
how data is used

* Recognize the uses and drawbacks of facial recognition algorithms in
different contexts

* |[dentify the societal impact when automated decision making
replaces human decision making due to the explainability problem
and job displacement



When we move from theoretical concepts of computer science to applying
those theories in real life, the decisions we make have consequences.

The professional field of computer science has only recently adopted a code
of ethics, and the code is not yet uniformly taught to new computer
scientists or programmers. There is still much to debate over what the
responsibilities of computer scientists are.

We'll discuss three areas where people debate how computing should be

used in the current time: data collection, facial recognition, and Al decision-
making.


https://www.acm.org/code-of-ethics

Data Collection



Most applications collect data about users from various sources. We'll
discuss three main categories: data provided by the user, data provided
by the browser/system, and data provided by other sources.

As a user of the internet and various applications, you already
voluntarily share a lot of data with the world!

* Internet — profile information, tweets, searches

* Applications — preferences, locations, images

* Real life — purchase history, contact info, location



Behind the scenes, your browser or phone/computer is sending additional
information to the services you use.

This is not done maliciously — services can put this information to good use.
However, you may be surprised by some of the data being shared.

Check out the data your browser shares here:
https://webkay.robinlinus.com/

There are plugins you can install that limit the information your browser
sends, but this may also limit functionality of websites.


https://webkay.robinlinus.com/

Cookies are used by websites to store temporary information about people using
their services (like which items you've put in a shopping cart). A cookie is a small
packet of data that is sent back and forth between the website and your browser.

Cookies that are shared between two or more websites are called tracking cookies,
or just trackers. These cookies attempt to collect a portfolio of information on you,
the user, by gathering information on the websites you visit. This is commonly done
through ads that are placed on websites.

With enough data collected from tracking cookies and the browser, a website may
be able to create a fingerprint that identifies you as a user. Read more here.

You can check what kinds of trackers Kour browser stops and what your fingerprint
looks like here: https://coveryourtracks.eff.org/



https://www.nytimes.com/2019/07/03/technology/personaltech/fingerprinting-track-devices-what-to-do.html
https://coveryourtracks.eff.org/

Why are so many companies interested in data collection? Data has become
the economy of the internet. Most websites are supported by advertising,
and advertisers pay more for targeted ads.

Websites have a strong incentive to get the best data possible on their users,
so they get paid more for advertisements. This has led to hyper-targeting in
ads, with ads attempting to reach more niche populations.

If you have a Facebook account, try going to Settings > Ads > Ad Settings >
Categories Used to Reach You. This will show you the niche groups Facebook
thinks you might be a part of.



https://www.facebook.com/adpreferences/ad_settings

Even companies that don’t rely on advertising have a use for user data
— they can sell it to other companies. This data is aggregated by
companies that can then sell portfolios of individuals to advertisers or
Insurance companies.

Even when companies promise not to sell individual data, it still isn't
entirely private. For example, consider online DNA services like
23andMe. This site (and many others) sell aggregated data; though this
data does not have a user's name or address attached, the genetic
information is still shared.



There are also concerns around how companies share data with police
forces and the government. For example, the smart doorbell company
Ring formed a partnership with police forces across the US to share
video data, with homeowner permission.

This was done at a larger scale in China with the Social Credit System,
where data collected on individuals has direct impacts on their ability
to interact in everyday life.

Most governments have not yet determined how to handle questions
surrounding privacy and the sale and collection of data. However, there
are some legal restrictions on the treatment of specific types of data.
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https://www.washingtonpost.com/technology/2019/08/28/doorbell-camera-firm-ring-has-partnered-with-police-forces-extending-surveillance-reach/
https://en.wikipedia.org/wiki/Social_Credit_System

In the EU, the GDPR (General Data Protection Regulation) gives all
users certain rights over their data; they must be told when data is
being collected, data must be stored securely, and users have the right
to obtain their data and/or ask for it to be deleted.

In the US, data collected about minors and students are protected
through COPPA (Children's Online Privacy Protection Act) and FERPA
(Federal Educational Rights and Privacy Act). There is no general law in
the US about data privacy yet, but California passed the CCPA
(California Consumer Privacy Act), which institutes some regulations for

that state.



If you want to protect your data online, you have a lot of options! Most
browsers let you block cookies and can request that websites do not
track you. You can also restrict permissions given to websites and
applications on your devices.

For advanced protection, you can also use a VPN (Virtual Private
Network) to connect to the internet. CMU has a VPN (though then
CMU will know which websites you're accessing):

https://www.cmu.edu/computing/services/endpoint/network-access/vpn/how-to/
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https://www.cmu.edu/computing/services/endpoint/network-access/vpn/how-to/

Facial Recognition



In the Machine Learning lecture, we briefly
discussed how machine learning algorithms
can be applied to images, to recognize
objects that occur in the images.

This can also be applied to people. Facial
Recognition is used to automatically match
the face of a person in a photo to their
identity. (Further algorithms can even
identify expressions!)

Try it out here to see an underlying model:
https://azure.microsoft.com/en-
us/services/cognitive-services/face/#demo
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https://www.youtube.com/watch?v=DvsH2k2aYbE
https://azure.microsoft.com/en-us/services/cognitive-services/face/#demo

Facial recognition has been around for a while and is used for a variety
of purposes (automatic tagging, ID verification, etc.).

However, there are some concerns about bias in facial recognition
systems impacting results, and how privacy might be impacted by
widespread use of the algorithms.



Bias in Facial Recognition Algorithms

Dataset: MUGSHOT FMR: 0.000010 Sex: Female == Male

Recent studies that test facial recognition

algorithms have shown huge variation in
performance. One found that many facial : |
recognition algorithms are "10 to 100 times  ;

more likely to inaccurately identify a
photograph of a black or East Asian face, SR
compared with a white one". Even among the ¥
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One factor that could lead to this difference is
bias in the data used to train the algorithms.
An analysis showed that two popular training
sets were overwhelmingly composed of
lighter-skinned subjects. This is supported by
the above study, which showed that
algorithms developed in Asian countries
performed better on Asian faces. .
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https://www.scientificamerican.com/article/how-nist-tested-facial-recognition-algorithms-for-racial-bias/
https://www.youtube.com/watch?v=QxuyfWoVV98
http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf

Controversial Uses

There are also concerns about some
commercial uses of facial recognition even
when it works well.

For example- is it okay for police to use
facial recognition to identifty a suspect?
What about using it to monitor people in a
Bublic space? Where do we draw the line
etween private vs public scenarios?

This especially causes problems when a
controversial use of facial recognition
collides with a weakness in the algorithm.
For example, an algorithm led to an

innocent man being arrested for shoplifting.

Attitudes on different uses

Question: How comfortable are you with facial-recognition technology
being used in the following ways?

m Extremely m Somewhat m Neither Somewhat Extremely
uncomfortable uncomfortable comfortable comfortable

Police identifying a
suspect after a crime

Airports checking
travellers’ identities

Users unlocking
smartphones

Companies tracking who
enters premises

Public-transport systems
checking travellers’
identities

Schools registering
students and checking
attendance

Police monitoring
public places

Schools assessing
students’ behaviour

Companies tracking
people in public spaces

Employers assessing
personality traits and
emotions of job candidates

Anyone looking up
somebody’s identify
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https://www.nature.com/articles/d41586-020-03187-3
https://www.nytimes.com/2020/06/24/technology/facial-recognition-arrest.html

Some communities have gone to the length of
banning facial recognition technologies from
being used in certain contexts.

Several US cities (including San Francisco and
Boston) have recently banned the use of facial
recognition by local governments.

Beyond legislation, algorithms can be foiled by
obfuscating part of the face. This can be done
with masks or even makeup!



https://www.theverge.com/2020/7/28/21344751/facial-recognition-face-masks-accuracy-nist-study
https://www.vogue.com/article/anti-surveillance-makeup-cv-dazzle-protest

Automated Decision Making



There are potentially enormous benefits to be gained by using machine
learning and artificial intelligence to accomplish tasks and solve
problems.

However, we must keep in mind that there are potential downsides to
these algorithms as well. In particular, let's consider the problem of
explainability: when an algorithm makes a decision, can it explain why?
We'll also discuss how automation can lead to job displacement.



Decisions made by machine learning
algorithms are usually based on a
huge number of tiny features. In
some algorithms (like neural
networks) those features aren't
named in a human-readable way.

This is a problem when the algorithm
makes an important decision about a
person's life, like whether they
should be admitted to a school or
hired for a job.
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Bias in Machine Learning

Just like in facial recognition, bias in the data
fed into a maChlne Iea rning algorithm can Iead Black Defendants' Risk Scores White Defendants' Risk Scores
to bias in the algorithm's results.

This has caused problems in algorithms for

determining bail, which have shown systematic I I I I I I I I I I I I I I 1114,
racial bias in predicting a person'’s likelihood to

commit future crimes. This could be due to
historical racial bias in bail decisions.

A similar problem was observed in an

. . ; ) Prediction Fails Differently for Black Defendants
algorithm to hire engineers for Amazon, which J

showed bias towards hiring employees based B B
on gender. Here the bias could be caused from Labeled Higher Risk, But Didn't Re-Offend

the algorithm being trained on currently Labeled Lower Risk, Yet Did Re-Offend

employee resumes, where most of the current Overal Northpointe’sassessment ool corectly predict ecidivism 6 prcent of the time. Bt blacks are almost twice aslikely
employees are male. Similar problems have e e e

been observed in other hiring algorithms too.
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://qz.com/1427621/companies-are-on-the-hook-if-their-hiring-algorithms-are-biased/

Ethics in Al Design

Even if we set aside the problems related
to bias in data (which obviously affect
human decision making as well), there
are still big ethical questions about how
we should use Als.
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Consider decisions that are made by self-
driving cars. If a car is put in a position
where it will inevitably get into an
accident, should the car protect its
passenger, or should it optimize for the
greatest preservation of human life? And
how should this be treated legally?
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https://www.youtube.com/watch?v=ixIoDYVfKA0

Questions about responsibility extend to smaller day-to-day actions
algorithms may take too.

For example, Google has become a gatekeeper for much of the information
in the world. If a small change to Google's search algorithm moves a small
business from the first page to the second, that could have a drastic effect on
the business's revenue.

This also applies to the algorithms social media networks use to decide
which posts should be promoted. Studies have shown these algorithms can
lead to the spread of false information.



https://www.pbs.org/wgbh/nova/article/radical-ideas-social-media-algorithms/

Even if we set aside the question of explainability
and responsibility in automated decision making,
there are still practical consequences to consider.
Automation will certainly affect the world economy

— it's affecting it already. o\ e

Automation isn't a new process. Since the Industrial
Revolution, humans have been finding new methods v

to solve problems that require less human labor. This
means that the skills expected of workers are e
constantly changing.

Check out the most common jobs in the United
States Over the past forty yea rS here: 1978 1982 1986 1990 1994 1998 2002 2006 2010 2014 b

www.npr.org/sections/money/2015/02/05/382664837/map-the-
most-common-job-in-every-state
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http://www.npr.org/sections/money/2015/02/05/382664837/map-the-most-common-job-in-every-state

2.1.9 Impact of automation on jobs

Manual
100%

Accountant Sewing machine operator
Bank teller Assembly line worker
90%

More recently, the success of artificial
intelligence has led to concerns that common - &
jobs we previously thought couldn't be - = L™
automated will be replaced.

aunnoy

70% Predictable physical work

| n 78%
«8 &J

50%

Specifically, jobs that are routine are more likely
to be replaced by algorithms. This includes
certain expected jobs (like manufacturing and
data processing), but also more surprising jobs,
like truck driving.

Researcher Cook

Manager Hairdresser
40%

30%

Technical feasibility
% of time spent on activities that can be automated

~

What will hapBen to people who are displaced? V| \V/
Will they be able to find a new line of work, or o) v

will governments need to options like job Al
training or to universal income? These policy O . Managingathrs

9%
guestions need to be considered soon.

Note: Percentages are from Frey and Osborne (2017) estimates on probability of automation. Framework is based
on Acemoglu and Autor (2011).
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There is a great deal of potential in using automation to support people
in their work, instead of replacing workers outright. This is possible

because Al agents are excellent at solving specific tasks, while humans
are good at generalizing.

This is already done in several industries — for example, Al-assisted
grading for professors. In the future, Al will be able to provide even

more support. This is predicted to drastically impact the fields of
healthcare, law, and accounting.



https://blog.gradescope.com/ai-grades-ai-4f8da094c328

Even when we make productive and unbiased
algorithms, they can still have unintended side
effects.

Many companies and researchers train machine
learning algorithms on very large datasets to
answer questions. This analysis does not come
without a cost.

An enormous amount of energy is needed to run
these algorithms, and in the US, that energy often
has a carbon footprint. A recent study found that
training a popular NLP model, The Transformer, left
a gigantic carbon footprint.

On the bright side, some tech companies have
pledged to go carbon negative to combat this.
Other scientists are exploring new ways to make
algorithms more energy efficient.

Common carbon footprint benchmarks

in Ibs of CO2 equivalent

Roundtrip flight b/w NY and SF (1 passenger) | 1,984

Human life (avg. 1 year)
American life (avg. 1 year)

US car including fuel (avg. 1 lifetime)

Transformer (213M parameters) w/ neural

architecture search

| 11,023

. 36,156
126,000

e: Strubell et al. - Created with Datawrapper
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https://www.technologyreview.com/s/613630/training-a-single-ai-model-can-emit-as-much-carbon-as-five-cars-in-their-lifetimes/
https://blogs.microsoft.com/blog/2020/01/16/microsoft-will-be-carbon-negative-by-2030/
https://news.mit.edu/2020/shrinking-deep-learning-carbon-footprint-0807

What do you most want to learn about in the CS Future lecture?

Go to the new Piazza post to vote on the topics you're most interested
in. You can add new topics too!

We'll cover the top 5-7 topics on Wednesday.

Link: https://piazza.com/class/kjsq0i5bcbs6aj?cid=331
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https://piazza.com/class/kjsq0i5bcbs6aj?cid=331

e Understand the current extent of data collection on the internet and
how data is used

* Recognize the uses and drawbacks of facial recognition algorithms in
different contexts

* |[dentify the societal impact when automated decision making
replaces human decision making due to the explainability problem
and job displacement



