Distributed Computing
and the Internet

15-110 — Monday 10/28



Announcements

e Hw4 was due today
® How did it go?

e Check5/Hw5 available

e Note that Check5 only has a written component — no programming part

e Can do half of the Hw5 programming component now; the other half
requires helper functions



Announcements

e Exam2 takes place next Wednesday!

e Content covers Unit 2: Lists and Methods — Tractability
e Unit 1 material also eligible, but not the focus

e Same logistics as Exam1

¢ Review Sessions: TBA

e Other review materials available on the Assessments page:
https://www.cs.cmu.edu/~110/assessments.html

¢ \/ote on topics on Piazzal



https://www.cs.cmu.edu/~110/assessments.html

Learning Goals

¢ Recognize and define the following keywords: distributed
computing, browsers, routers, ISPs, IP addresses, DNS
servers, protocols, and packets.

e Use the MapReduce pattern to design parallelized algorithms
for distributed computing

e Understand at a high level the internet communication
process that happens when you click on a link to a website in
your browser.



Multiprocessing vs Distributed Computing

In the previous lecture, we discussed how we can run multiple
programs at the same time on a single computer using
multiprocessing.

This is useful, but you're still limited by the number of CPUs you
can fit on a single machine. To get real efficiency gains, we'll need
to use multiple computers instead.



Distributed Computing and MapReduce




Distributed Computing executes algorithms over multiple
computers.

Distributed Computing is a concurrency approach where you
network multiple computers (each with its own set of CPUs)
together and use them all to perform advanced computations. This
can be done by assigning different processes to different
computers.

The more computers you have available to network together, the
faster your algorithm can* be!

*However: Designing algorithms to get the most out of distributed
computing is even harder than designing algorithms for
multiprocessing.



Distributed computing scheduling requires breaking up
tasks to work across multiple computer.

Each computer in the network can take a single task, break it up into
further subtasks, and assign those subtasks to its cores. This makes it
possible for us to solve problems quickly which would take a long time to

solve on a single processor.
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Datacenters and Supercomputers

Distributed computing is used by big tech
companies (like Google and Amazon) to
provide cloud computing, to manage
thousands of customers simultaneously, and
to process complex actions quickly.

This is where the term 'datacenter' comes
from- these companies will construct large
buildings full of thousands of computers
which are all networked together and ready to
process information.

A supercomputer is very similar to distributed
computing. It's a computer with a huge (ex:
164,000) number of processors connected
together. The main difference is that all the
processors are located in the same place.




MapReduce is a popular framework for implementing
distributed algorithms across computers.

Instead of breaking up a procedure's steps across different cores,
this algorithm takes a large data set and breaks up the data itself
across the cores.

This is a really effective approach if you have a lot of cores to work
with. It is also a great approach for any problem over big data —
giant data sets that are too large to process using typical software
on one machine.



MapReduce - 4 workers, 4 ovens, 3 steps
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Each worker
makes one
pizza instead of
doing one task
repeatedly.

If we have
infinite ovens
and infinite
workers, we can
make as many
pizzas as we
want in just 3
time-steps!



A MapReduce algorithm is composed of three parts:

mapper: takes a piece of data, processes it, and finds a partial
result

reducer: takes a set of results and combines them together

manager: moves data through the process and outputs the final
result

1. Splits up data, sends to mappers, get results back
2. Combines results together, sends to the reducer
3. Gets the final result, outputs it



MapReduce Example: Searching a book for a specific word.

How can we split up this task?
1. The manager divides the
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MapReduce Example: Searching a book for a specific word.

How can we split up this task?
1. The manager divides the /

Manager

\Q)>

book into many small parts- \%

example- one page per part- Computer 1 % 7Computer4

It sends each page to a ”

different computer.
2. Each computer runs its copy g 2

of the mapper on its page. It Computer2' & Computer3

returns True if it finds the

result, and False otherwise. mapper(data3)
These results are sent back

to the manager.




MapReduce Example: Searching a book for a specific word.

How can we combine the
results?

1.

Once all the mappers have
returned their results the
manager puts them all in a
list and sends that list to the
reducer(s).

Our reducer will check all of
the results and send True

back to the manager if any
of them are True.
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Note: Depending on the problem, there
can be more than one reducer.
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MapReduce can process huge data sets and get results
quickly.

MapReduce takes a list of length N and breaks it up into
constant-size parts.

The core assumption is that we have enough computers to make
the data pieces really small. If we process 1 million data points with
100,000 computers, each computer only needs to handle 100 data

points.



Another example: Finding the most visited website (max)
based on browser history.

First, the manager breaks up the data- maybe the log for each day
goes to a different computer.

The mapper can take the log for a single day and create a dictionary
that maps each URL to a count of the number of times it was visited.

The manager takes a set of dictionaries and puts them into a list of
dictionaries.

The reducer takes the list of dictionaries and merges them together.
A second reducer could then take the merged-dictionary and find the
most-visited website.



Uses of Distributed Computing

Distributed computing is incredibly useful for large-scale data
processing! But that's not all it can do...

Distributed computing is also used to support the internet itself!



The Internet




The Internet is a network of computer networks all across the
world that are connected.

A computer network is a group of
connected networks that can send —
data to each other (distributed B ~o
computing!).

The Internet is decentralized: \
computers can send data between

different computers without one Q
person/machine having control over R
the whole thing. =

It is like a graph where the nodes are
computers and the edges are
different methods of transmitting
information.
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http://www.prlog.org/11197656-cheap-apple-imac-mc508ll-215-inch-desktop-for-sales.jpg

The core of the internet is a collection of devices called routers.

Routers receive data and send

it to one of many possible

locations based on the end _—

destination of the data and the /
Rout

current connections on the

internet (routes). N

There are millions of routers / \

spread across the world to help

move data around from one
place to another.
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Routers are commonly connected by cables, which are used to
send data as bits over long distances.

Cables range from telephone
wires to coaxial cable to
fiberoptic cable. All of these
systems convert bits to different
real-world representations
(analog signal, electricity, light,
etc.).

Computers can also send data
to routers over Wi-Fi. In this

connection, data is sent over a
short distance via radio waves.




Sidebar: International Internet

How does the internet connect
across continents?

Giant fiberoptic cables are laid
on the ocean floor. Most
international internet traffic is
transmitted through these cables.

Read more:

https://www.nytimes.com/interactive/2019/0
?/ 10/technoloqgy/internet-cables-oceans.htm

Current submarine cable map https://www.submarinecablemap.com/
28



https://www.nytimes.com/interactive/2019/03/10/technology/internet-cables-oceans.html
https://www.nytimes.com/interactive/2019/03/10/technology/internet-cables-oceans.html
https://www.nytimes.com/interactive/2019/03/10/technology/internet-cables-oceans.html
https://www.submarinecablemap.com/

Internet Service Providers (ISPs) connect a user's computer to
the core of the internet.

Verizon, Comcast, __— ‘

etc. are all ISPs.
[\

Some ISPs, called N
“backbone ISPS”, / - /H

manage the routers
at the core of the
7

Internet.



http://www.prlog.org/11197656-cheap-apple-imac-mc508ll-215-inch-desktop-for-sales.jpg

The Internet today is used widely across the
world and contains millions of computers and
connections.

The pictures to the right (from the Opte
Project) illustrate the computers
connected to the internet around the
world. The internet has grown massively
over the years!

000

How is it possible for us to make a
request for a specific website in this
massive web and get the result back so
quickly?

2020
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https://www.opte.org/the-internet
https://www.opte.org/the-internet
http://renderbot.nyc1.opte.org/20200104.0800.attempt_1/attempt_1_run_20200104.0800.coords_10000x8000_dark.png
http://renderbot.nyc1.opte.org/20000426.0840.attempt_1/attempt_1_run_20000426.0840.coords_10000x8000_dark.png

The Internet:
Journey of a Website




Data is sent across the Internet using packets and protocols.

Data is broken up into smaller pieces called packets. Packets
iInclude data and information about the data like its source address

and destination address.

Protocols are standards for doing certain actions and formatting
data so that different devices are able to communicate with and

understand each other.



Example: What happens when you type cs.cmu.edu/~110/ into your
browser and hit enter?

. ® ©® @ 15-110: Principles of Comput: X 4 v
A browser (Flrefox’ Chrome, < C 25 cs.cmu.edu/~110/ w o3 = Paused :
Safari, etc.) is an application that _

receives data from the internet |
and Organizes |'|: into a Webpage 15-110: Principles of Computing
th at yO U can read . e N s s P b M e, e A et R e B

field of computer science. The course begins with fundamentals of programming (data, variables, functions,
conditionals, loops, and recursion) and the basics of computer organization (data representation and
memory), then introduces major data structures (lists, dictionaries, trees, and graphs), the core concepts of
efficiency (through runtime analysis and a case study of search algorithms), and how computing is scaled for
practical use (concurrency and the internet). The course concludes with an overview of how computer
science can be used as a tool to support other domains (data analysis, simulation, and machine learning) and
how computer science influences and is influenced by the world (history, ethics, and modern events).

Meeting Times

Session Instructor(s) Time Location
Lecture 1 Mike Taylor (mdtaylor) MWF 2:00-2:50pm EST HOA 160
Lecture 2 Ranysha Ware (rware) MWEF 3:00-3:50pm EST HOA 160
Recitation A Aiden (yche2) and Emily (emilybai) R 9:00am-9:50am EST GHC 5208
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http://cs.cmu.edu/~15110/

Example: What happens when you type cs.cmu.edu/~110/ into your
browser and hit enter?

@ @ 15-110: Principle: X %g view-source:htty X + v

Browsers receive webpages as .
text and turns that text into visual = e wea

2 <html lang="en">
3 <head>

L
CO n'ten't u SI n a Ian u a e Cal Ied 4 <meta http-equiv="Content-Type" content="text/html; charset=UTF-8">
5 <meta charset="utf-8">

<meta http-equiv="X-UA-Compatible" content="IE=edge">

I I I IVI H I 7 <meta name="viewport" content="width=device-width, initial-scale=1">
L er ext M arkl l <meta name="description" content="">
9 <meta name="author" content="">

<link rel="icon" href="http://www.csd.cs.cmu.edu/favicon.ico">

Lan g u ag e) 12 <title>15-110: Principles of Computing</title>
n

<!—— Latest compiled and minified CSS -—>

<link rel="stylesheet"
href="https://maxcdn.bootstrapcdn.com/bootstrap/3.3.7/css/bootstrap.min.css"
integrity="sha384-BVYiiSIFeK1dGmJRAkycuHAHRg320mUcww70on3RYdg4Va+PmSTsz/K68vbdEjh4u"
crossorigin="anonymous">

® view-source:https... ¥ ) =~ Paused :

o

17 <!— Bootstrap core CSS -——>
18 <link href="assets/css/bootstrap.min.css" rel="stylesheet">

Yl ' he HTML of
Ou Can VIeW t e O any “:\" <!—— Custom styles for this template ——>
: <link href="assets/css/navbar-fixed-top.css" rel="stylesheet">
| ] | | | ]
webpage by right-clicking and
24 <script src="assets/js/gatekeeper.js"></script>
o <style>.nav>li>a{padding:15px 10@px;}</style>

selecting 'View Page Source'.

29 <body>

31| <!—— Fixed navbar -—>
2 <nav class="navbar navbar-default navbar-fixed-top" role="navigation">
| aa <div clase=""rontainer-fluid"
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http://cs.cmu.edu/~15110/

To get the webpage data, our computer needs to request it
from the web server storing that data.

REQUEST
cs.cmu.edu/~110
. ,\(\/Y\\
Internet
web browser server

client

35



A URL is a nickname for a web server.

REQUEST
cs.cmu.edu/~110
5 ,\(W\\
Internet
web browser cs.cmu.edu

client server

36



The webpage request to a web server is structured to match
HTTP (HyperText Transfer Protocol), a standard that describes
how to request information from a website.

web browser
client

HTTP REQUEST

cs.cmu.edu/~110

Internet

/

'HTTP RESPONSE
~110

cs.cmu.edu
server

37



To know where to send the request, the client needs the web
servers’ IP address, the unique numerical name for an
Internet-connected device.

web browser
client

HTTP REQUEST

cs.cmu.edu/~110

Internet

/

'HTTP RESPONSE
~110

128.2.42.95
cs.cmu.edu
server
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The IP (Internet Protocol) manages routing data between
computers based on IP addresses.

An organization called ICANN (Internet Corporation for Assigned
Names and Numbers) assigns groups of addresses to different
organizations (like ISPs and companies). The organizations then
assign their numbers to individual computers when they connect to
the Internet.

The IPv4 standard consists of four numbers, each between 0-255. In
other words, each number is a byte. You can look up an |IP address
to see which organization owns.



IP Addresses are Static or Dynamic

Some IP Addresses are static. Many of these are the addresses
of specific websites (like Google, or CMU).

128.2.42.10 -> CMU

Other IP Addresses are dynamic. They get assigned to different
computers at different times. This is used for computers that go
online and offline regularly (like your computer).

today

tomorrow _ 1173.75.42.148 your laptop

??77? /
172.31.75.175 tomorrow




To find the web server’s |IP address, the client needs to convert the
URL to an IP address using Domain Name System (DNS).

DNS is the phone book of the " = cTu-<%

There are special local DNS
servers, typically at your ISP,
that store mappings from
recently-requested names to IP
addresses.

128.2.42.95
cs.cmu.edu
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To find the web server’s IP address, the client needs to convert the
URL to an IP address using Domain Name System (DNS).

If your ISP,S |Oca| DNS server Find cs.cmu.edu -> 128.2.42.95
doesn't know the IP Address, it
sends your request on to
another DNS server.

Your request may need to pass
through several routers to get to
a DNS server.

Eventually, your request
reaches a DNS server that
knows the answer, and that
answer is sent back to your
computer.

128.2.42.95
cs.cmu.edu
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Once the client knows the server’s IP address, it will send an
HTTP Request. The request is broken into packets and each
packet is separately sent to the address.

HTTP REQUEST

cs.cmu.edu/~110
/,\(\/Y\\

Internet

web browser 128.2.42.95
client cs.cmu.edu
server
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Once the client knows the server’s IP address, it will send an
HTTP Request. The request is broken into packets and each
packet is separately sent to the address.

111 [T P

Internet

web browser 128.2.42.95
client cs.cmu.edu
server
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A packet is a small message that is sent to a particular IP Address.

It is similar to a postcard — it has a message (the data), a destination
address (IP address), and a return/sender address (IP address).

Because a packet is small, it can be sent along a wire very quickly.

48



A packet can take many possible paths from a source to a
destination.

Sending a packet across the Find cs.cmu.edu -> 128.2.42.95

internet is like sending a postcard
through the mail.

/ EEEEEER |

You don't tell the post office / \
which roads to take; you just tell
it the destination, and the post /
finds a route to get it there. 198.2.42 95

/ cs. cmu edu
Similarly, you don't tell the Router
internet which routers to visit; the R°“ter — - \-

internet figures it out. /
o B




A packet can take many possible paths from a source to a
destination.

It is not aCtua”y always what is Find cs.cmu.edu -> 128.2.42.95

the shortest path, there are also
business agreements between
different organizations that also
determine where packets will be
routed!

= |
outer

/
Rout
Even though the Internet is \

decentralized, everyone has to cs.cmu, edu
iImplement protocols correctly for
everything to work. Websites

// N
may go offline when things are
not configured correctly! - . m/

128.2.42.95




HTTP Responses, like web pages, are also broken into
packets and packet is separately sent back to the client.

111 [T P

Internet

—

/
HTTP RESPONSE
~110

128.2.42.95
client cs.cmu.edu

web browser

server
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HTTP Responses, like web pages, are also broken into
packets and packet is separately sent back to the client.

111 [T P

n— ,
g‘e\rft\)j E.

web browser I I I I I I 128.2.42.95

client cs.cmu.edu
server
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[if time] Discuss: Internet Culture

We have shown that the internet was designed to be
decentralized, with no single router that can control the whole

thing.

Do you think that's still true? If yes, how has this has affected the
way internet culture has evolved? If no, what changed?



Learning Goals

¢ Recognize and define the following keywords: distributed
computing, browsers, routers, ISPs, IP addresses, DNS
servers, protocols, and packets.

e Use the MapReduce pattern to design parallelized algorithms
for distributed computing

e Understand at a high level the internet communication
process that happens when you click on a link to a website in
your browser.



