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Abstract. Many advances in argumentation theory have been made, but the exponential complexity of argumentation-based reasoning has made it impractical to apply argumentation theory. In this paper, we propose a binary decision diagram (BDD) approach to argumentation-based reasoning. In the approach, sets of arguments and defeats are encoded into BDDs so that an argumentation process can work on a set of arguments and defeats simultaneously in one BDD operation. As a result, the argumentation can be computed in polynomial number of BDD operations on the number of input sentences.

1 Introduction

Argumentation provides an elegant approach to nonmonotonic reasoning [15] and decision making [17, 26], and now sees wide use as a mechanism for supporting dialogue in multiagent systems [32, 33]. As an approach that has its roots in logic — in many systems of argument, the arguments are constructed using some form of logical inference — the efficiency of reasoning using argumentation is a topic of considerable interest [13, 16, 25] with a number of negative results that stress the fact that generating arguments and establishing properties of arguments can be very costly in computational terms.

In this paper we take a rather different look at the computation of arguments. We have been investigating the creation of multiagent plans [36–38], especially the construction of plans that take into account the communication between agents [34, 35]. In doing so, we have been using a representation, that of quantified boolean formulae (QBFs) and binary decision diagrams (BDDs), which has been widely adopted in symbolic planning in non-deterministic domains. It turns out that this representation provides a way to compute arguments, and given the computational efficiency of planning based on QBFs and BDDs, it seems that it can provide an efficient way to compute arguments. We investigate exactly how efficient this approach is in this paper and conclude that we can carry out many of the basic operations needed to compute arguments in a polynomial number of operations.
Note that we are not claiming to be performing general logical inference in polynomial time. As we explain in detail later in the paper, the “polynomial number of operations” are operations on the BDD representation, and while this representation in many cases can be constructed compactly from a set of logical formulae, there are some cases in which the size of this representation is exponential in the number of formulae.

2 Background

This section gives the technical background needed by the remainder of the paper, a description of quantified boolean formulae, and binary decision diagrams.

2.1 Quantified boolean formulae

A propositional language \( \mathcal{L} \) based on a set of proposition symbols \( \mathcal{P} \) with quantification can be defined by allowing standard connectives \( \land, \lor, \rightarrow, \neg \) and quantifiers \( \exists, \forall \) over the proposition variables. The resulting language is a logic of quantified boolean formulae (QBF) [5]. A symbol renaming operation, which we use below, can be defined on \( \mathcal{L} \), denoted by \( \mathcal{L}[\mathcal{P}/\mathcal{P}'] \), which means that a new language is obtained by substituting the symbols of \( \mathcal{P} \) with the symbols of \( \mathcal{P}' \) where \( \mathcal{P}' \) contains the same set of proposition symbols as that of \( \mathcal{P} \) but using different symbol names (notice that \( |\mathcal{P}'| = |\mathcal{P}| \)). Similarly for a formula \( \xi \in \mathcal{L} \), if \( x \) is a vector of propositional variables for \( \mathcal{P} \), then a variable renaming operation can be defined by \( \xi[x/x'] \) which means that all the appearances of variables \( x = x_1x_2\ldots x_n \) are substituted by \( x' = x'_1x'_2\ldots x'_n \) which is a vector of the corresponding variables or constants in \( \mathcal{P}' \). In QBF, propositional variables can be universally and existentially quantified: if \( \phi[x] \) is a QBF formula with propositional variable vector \( x \) and \( x_i \) is one of its variables, the existential quantification of \( x_i \) in \( \phi \) is defined as \( \exists x_i \phi(x) = \phi(x)[x_i/\text{FALSE}] \lor \phi(x)[x_i/\text{TRUE}] \) and the universal quantification of \( x_i \) in \( \phi \) is defined as \( \forall x_i \phi(x) = \phi(x)[x_i/\text{FALSE}] \land \phi(x)[x_i/\text{TRUE}] \). Here \( \text{FALSE} \) and \( \text{TRUE} \) are two propositional constants representing “true” and “false” in the logic. Quantifications over a set \( X = \{x_1, x_2, \ldots, x_n\} \) of variables is defined as sequential quantifications over each variables \( x_i \) in the set:

\[
Q_X \xi = Q_{x_n}Q_{x_{n-1}}\ldots Q_{x_1} \xi
\]

where \( Q \) is either \( \exists \) or \( \forall \). The introduction of quantification doesn’t increase the expressive power of propositional logic but allows us to write concise expressions whose quantification-free versions have exponential sizes [11].

With above language, we can encode sets and relations to manipulate sets of arguments and defeats. Let \( x \) be an element of a set \( X = 2^\mathcal{P} \), \( x \) can then be explicitly encoded by a conjunction composed of all proposition symbols in \( \mathcal{P} \) in either positive or negative form

\[
\xi(x) = \bigwedge_{p_i \in x} p_i \land \bigwedge_{p_j \notin x \land p_j \in \mathcal{P}} \neg p_j
\]

where \( p_i \in x \) means that the corresponding bit \( p_i \) is set to be \( \text{TRUE} \) in the encoding of \( x \), and \( p_j \notin x \) means that the corresponding bit \( p_j \) is set to be \( \text{FALSE} \) in the encoding.
of \(x\). We denote that a formula \(\gamma\) can be satisfied in an element \(x\) by \(x \models \gamma\). Then a set of elements can be characterized by a formula \(\gamma \in \mathcal{L}\), with the set denoted by \(X(\gamma)\), where \(X(\gamma) = \{x | x \models \gamma\}^4\). Two special sets, the empty set \(\emptyset\) and the universal set \(\mathcal{U}\), are represented by \(\text{FALSE}\) and \(\text{TRUE}\) respectively.

With these notions we can have a mapping between the set operations on states and the boolean operations on formulae as shown in Table 1 when \(X_1\) and \(X_2\) are interpreted as two sets of states.

<table>
<thead>
<tr>
<th>Set operator</th>
<th>QBF operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_1 \cap X_2)</td>
<td>(\xi(X_1) \land \xi(X_2))</td>
</tr>
<tr>
<td>(X_1 \cup X_2)</td>
<td>(\xi(X_1) \lor \xi(X_2))</td>
</tr>
<tr>
<td>(X_1 \setminus X_2)</td>
<td>(\xi(X_1) \land \neg \xi(X_2))</td>
</tr>
<tr>
<td>(x \in X)</td>
<td>(\xi(x) \rightarrow \xi(X))</td>
</tr>
<tr>
<td>(X_1 \subseteq X_2)</td>
<td>(\xi(X_1) \rightarrow \xi(X_2))</td>
</tr>
</tbody>
</table>

Table 1. The mapping between set operators and QBF operators

2.2 Binary decision diagrams

In the above, we have showed the natural connections between the set paradigm and its implicit representation using QBF formulae. Now we will briefly survey that the QBF formulae and the operations over them can be represented and efficiently computed using a data structure called Binary Decision Diagrams (BDD) [5]. In this way, the time and space complexity for exploring the space of arguments and defeats for acceptable arguments can be significantly reduced due to the compact representation provided by BDDs in comparison to explicit search techniques.

A BDD is a rooted directed acyclic graph. The terminal nodes are either \(\text{TRUE}\) or \(\text{FALSE}\). Each non-terminal node is associated with a boolean variable \(x_i\), and two BDDs, called left and right, corresponding to the values of the sub-formula when \(x_i\) is assign \(\text{FALSE}\) and \(\text{TRUE}\) respectively. The value of a QBF formula can be determined by traversing the graph from the root to the leaves following the boolean assignment given to the variables of the QBF formula. The advantage of using BDDs to represent QBF formulae is that most basic operations on QBFs can be performed in linear or quadratic time in terms of the number of nodes used in a BDD representation of the formula if a special form of BDD, called Reduced Ordered Binary Decision Diagram (ROBDD) [5], is used. A ROBDD is a compact BDD which uses a fixed ordering over the variables from the root to the leaves in the BDD, merges duplicate subgraphs into one, and directs all their incoming edges into the merged subgraph. Following the notation traditionally used in symbolic model checking and AI planning, we will refer to an ROBDD simply as a BDD.

Let \(\xi, \xi_1, \xi_2\) be QBF formulae, let the number of nodes used in its BDD representation denoted by \(\| \cdot \|\). With this BDD representation, the complexity of a QBF binary operator \(\langle \text{op} \rangle\) (e.g. \(\land, \lor, \rightarrow\)) on two formulae \(\xi_1\) and \(\xi_2\), namely \(\xi_1 \langle \text{op} \rangle \xi_2\), is

\[\|X(p_1 \land p_2 \land \ldots \land p_k) \neq \{s\}\text{ where } x = \{p_1, p_2, \ldots, p_k\}.\]

Note that \(X(p_1 \land p_2 \land \ldots \land p_k) \neq \{s\}\) where \(x = \{p_1, p_2, \ldots, p_k\}\).
Table 2. The mapping between QBF operators and BDD operators. $\xi, \xi_1, \xi_2$ are formulae in QBF; $G(\xi), G(\xi_1), G(\xi_2)$ are BDD representations for these formulae.

$$O(||\xi|| \times ||\xi_2||),$$ that of negation $\neg \xi$ is $O(||\xi||)$ (or $O(1)$ if complement edges are introduced to the BDDs), and that of quantification $\forall x_i \left( f[x_i] \right)$, where $Q$ is either $\exists$ or $\forall$, is $O(||f||^2)$ [5, 11] as summarized in Table 2.

The key achievement of using BDDs (and the front end language of QBFs) to represent sets and relations is that the complexity of the operations will depend on the complexity of the BDD representation instead of the size of the sets and relations, and the complexity of the BDD representation of the sets and relations doesn’t depend on the size of those sets and relations. Instead, the operations on BDDs are polynomial in the size of the BDD, and so operations on sets and relations will be polynomial in the size of their BDD representation rather than exponential in their size.

### 3 Set-theoretic argumentation

Having introduced the ideas from QBFs and BDDs, in this section we give an overview of the argumentation system we will capture using them. The framework we use is mostly drawn from the work of Amgoud and her colleagues [1, 2] with some slight modifications. This framework will abstract away the inference procedure by which the arguments are created and only keep track of the premises the arguments are based on. In the next section, we will introduce the inference procedure back into the representation of arguments.

**Definition 1.** An argument based on $\Sigma \subseteq L$ is pair $(H, h)$ where $H \subseteq \Sigma$ and $H \neq \emptyset$ such that

1. $H$ is consistent with respect to $L$,
2. $H \vdash h$,
3. $H$ is minimal (for set inclusion).

$H$ is called the support and $h$ is called the conclusion of the argument. $A(\Sigma)$ denotes the set of all arguments which can be constructed from $\Sigma$.

This definition of argument can be understood as a set of constraints on how information can be clustered as arguments. Condition (1) is to ensure that an argument is coherent.
The coherence of an agent’s information is defined in terms of the consistency of the language $L$ in which the information is written. Condition (2) can be understood as insisting that the conclusion of an argument should be supported by a set of information in the sense of inference in the language $L$. Condition (3) can be understood as saying that no redundant information should appear in an argument.

Definition 2. $(H', h')$ is a subargument of the argument $(H, h)$ iff $H' \subseteq H$.

Definition 3. Let $(H_1, h_1), (H_2, h_2)$ be two arguments of $A(\Sigma)$.

1. $(H_1, h_1)$ rebuts $(H_2, h_2)$ iff $h_1 \equiv \neg h_2$.
2. $(H_1, h_1)$ undercut $(H_2, h_2)$ iff $\exists h \in H_2$ such that $h_1 \equiv \neg h$.
3. $(H_1, h_1)$ contradicts $(H_2, h_2)$ iff $(H_1, h_1)$ rebuts a subargument of $(H_2, h_2)$.

The binary relations rebut, undercut, and contradict gather all pairs of arguments satisfying conditions (1), (2) and (3) respectively.

Definitions of rebut, undercut, and contradict will be given below and we will collectively refer to the relations as defeat if no distinction is necessary. Following Dung’s work [15], we have the following component definitions:

Definition 4. An argumentation framework is a pair, $\text{Args} = (A, R)$, where $A$ is a set of arguments, and $R$ is the binary relation defeat over the arguments.

Definition 5. Let $(A, R)$ be an argumentation framework, and $S \subseteq A$. An argument $A$ is defended by $S$ iff $\forall B \in A$ if $(B, A) \in R$ then $\exists C \in S$ such that $(C, B) \in R$.

Definition 6. $S \subseteq A. F_R(S) = \{A \in A|A$ is defended by $S$ with respect to $R\}$.

Now, for a function $F : D \rightarrow D$ where $D$ is the domain and the range of the function, a fixed point of $F$ is an $x \in D$ such that $x = F(x)$. When the $D$ is associated with an ordering $P$ — for example, $P$ can be set inclusion over the power set $D$ of arguments — $x$ is a least fixpoint of $F$ if $x$ is a least element of $D$ with respect to $P$ and $x$ is a fixed point.

Definition 7. Let $(A, R)$ be an argumentation framework. The set of acceptable arguments, denoted by $\text{Acc}_F$, is the least fixpoint of the function $F_R$ with respect to set inclusion.

The least fixpoint semantics can be viewed as a mathematical translation of the principle such that an argument survives if it can defend itself and be defended by a set of arguments which can also survive all the attacks made upon them.

4 Representing arguments in QBFs and BDDs

We now turn our attention to using QBFs and BDDs to represent the components of an argumentation system, and then to perform the computations we need to carry out on that representation.
We can label each item \( f_i \in \Sigma \) with a proposition \( l_i \). Namely, we will extend the language \( L \) to contain both the information base \( \Sigma \) and the labels for these sentences. Formally, the proposition symbols can be extended to be \( \mathcal{P} = \mathcal{P}_D \cup \mathcal{P}_L \) where \( \mathcal{P}_D \) is the set of proposition symbols for the domain information, and \( \mathcal{P}_L \) is the set of system proposition symbols labeling the sentences in \( \Sigma \). Given a finite information base \( \Sigma \subseteq \mathcal{L} \), \( |\mathcal{P}_L(\Sigma)| = |\Sigma| \), namely each sentence \( f_i \in \Sigma \) has a corresponding label \( l_i \).

For any formula \( \xi \) in \( \mathcal{L} \) based on \( \mathcal{P} = \mathcal{P}_D \cup \mathcal{P}_L \), \( \xi_D = \exists \mathcal{P}_L \xi \) is the formula with only domain symbols left, and \( \xi_L = \exists \mathcal{P}_D \xi \) is the formula with only the label symbols left.

### 4.1 Labeling

For representational convenience, we define

\[
SEL(l_i) = l_i \land \bigwedge_{j \neq i} \neg l_j.
\]

A sentence \( f_i \) of \( \Sigma \) corresponds to a pair \( \langle SEL(l_i), f_i \rangle \) which can be represented by \( SEL(l_i) \land f_i \). Given a set of input information \( \Sigma = \{ f_i \} \) for \( f_i \in \mathcal{L}_D \), a labeling table \( \Lambda(\Sigma) \) can be expressed as follows

\[
\Lambda(\Sigma) = \{ \langle SEL(l_i), f_i \rangle \}
\]

where \( f_i \in \Sigma \) and \( l_i \in \mathcal{P}_L \), and the corresponding QBF representation

\[
\xi(\Lambda(\Sigma)) = \bigvee_{f_i \in \Sigma} [SEL(l_i) \land f_i]
\]

The above \( \Lambda(\Sigma) \) expression requires \( 2 \times |\Sigma| \) QBF/BDD operations. 5 Given a subset \( \sigma \subseteq \Sigma \),

\[
SEL(\sigma) = \bigwedge_{f_i \in \sigma} (l_i) \land \bigwedge_{f_j \not\in \sigma} \neg l_j
\]

### 4.2 Consistent subsets

Since the support of an argument is a consistent set of propositions, a natural place to start thinking about argument computation is with the computation of consistent subsets. The set of all consistent subsets of \( \Sigma \) is

\[
CONS(\Sigma) = \bigvee_{\sigma \subseteq \Sigma} [SEL(\sigma) \land \bigwedge_{f_i \in \sigma} f_i]
\]

5 The first condition of using QBF/BDD is to guarantee a way to express the information/specification that we need with only polynomial, linear, or even logarithmic number of QBF/BDD operations; the second condition is to guarantee that the size of the initial, intermediate, and final BDDs corresponding to the information/specification is small enough to fit into memory. For the second condition, if the size of the BDD explodes we may partition the expression into conjunctions or disjunctions, and modify the algorithms manipulating these BDDs correspondingly to try to avoid the explosion. If this still fails, then it means that the problem cannot be efficiently handled by BDDs. In this case, it usually also means that some aspect of the information required to solve the problem is simply too complex.
Computing the above expression directly requires an exponential number of QBF/BDD operations, so we want to find another way to compute it.

**Proposition 1.** \( CONS(\Sigma) \) can be constructed using \( 2 \times |\Sigma| - 1 \) operations as follows

\[
CONSS(\Sigma) = \bigwedge_{f_i \in \Sigma} [l_i \rightarrow f_i].
\]  

**Proof.** The form of formula 2 follows from

\[
CONSS(\Sigma) = \bigwedge_{f_i \in \Sigma} [l_i \rightarrow f_i]
\]

\[
= \bigwedge_{f_i \in \Sigma} [l_i \rightarrow (l_i \land f_i)]
\]

\[
= \bigwedge_{f_i \in \Sigma} [\lnot l_i \lor (l_i \land f_i)]
\]

\[
= \bigvee_{\sigma \subseteq \Sigma} \bigwedge_{f_j \notin \sigma} \lnot l_j \land \bigwedge_{f_i \in \sigma} (l_i \land f_i)
\]

\[
= \bigvee_{\sigma \subseteq \Sigma} [SEL(\sigma) \land \bigwedge_{f_i \in \sigma} f_i]
\]

\[
(l_i \rightarrow f_i) \leftrightarrow (l_i \rightarrow (l_i \land f_i)) \text{ follows from:}
\]

\[
A \rightarrow B \leftrightarrow \lnot A \lor B
\]

\[
\leftrightarrow (\lnot A \lor A) \land (\lnot A \lor B)
\]

\[
\leftrightarrow \lnot A \lor (A \land B)
\]

\[
\leftrightarrow A \rightarrow (A \land B)
\]

\[\square\]

With the above expression, we can exclude empty consistent subsets by

\[
CONSS^+(\Sigma) = CONSS(\Sigma) \land (\bigvee_{f_i \in \Sigma} l_i)
\]

Because we are only interested in non-empty consistent subsets, from here on we will mean \( CONSS^+(\Sigma) \) when we use \( CONSS(\Sigma) \). The set of subsets of selected sentences is

\[
CONSS_{L}(\Sigma) = \exists_{\mathcal{P}} \left( \bigvee_{\sigma \subseteq \Sigma} (SEL(\sigma) \land \bigwedge_{f_i \in \sigma} f_i) \right)
\]

\[
= \bigvee_{\sigma \subseteq \Sigma} SEL(\sigma) \land \left[ \exists_{\mathcal{P}} \left( \bigwedge_{f_i \in \sigma} f_i \right) \right]
\]

\[
= \bigvee_{\sigma \subseteq \Sigma} SEL(\sigma)
\]

As we see, the complexity of \( CONSS_{L}(\Sigma) \) is \( O(2 \times |\Sigma| - 1 + |\mathcal{P}|) \). Let

\[
CONJ(\sigma) = SEL(\sigma) \land \bigwedge_{f_i \in \sigma} f_i.
\]
Proposition 2. Given a sentence set selector \( \sigma \subseteq \Sigma \) represented by \( \text{SEL}(\sigma) \), if the conjunction of the selected sentences in \( \sigma \) is consistent then it can be expressed as follows

\[
\text{CONJ}(\sigma) = \text{SEL}(\sigma) \land \text{CONS}(\Sigma) = \bigvee_{\sigma \subseteq \Sigma} [\text{SEL}(\sigma) \land \bigwedge_{f_i \in \sigma} f_i]
\]

Proof. \( \text{CONS}(\Sigma) \) is a disjunction of conjunctions of all consistent subsets of \( \Sigma \). Among these conjunctions, \( \text{SEL}(\sigma) \) only can make the one corresponding to the \( \sigma \) selection true, which is \( \text{SEL}(\sigma) \land \bigwedge_{f_i \in \sigma} f_i \), and others false. Namely \( \text{SEL}(\sigma) \land \text{CONS}(\Sigma) = \text{SEL}(\sigma) \land \bigwedge_{f_i \in \sigma} f_i \)

Similarly, the set of conjunctions of a set of selected sentences can be expressed by:

\[
\text{CONJ}([\sigma_i]) = \bigvee_{\sigma} [\text{SEL}(\sigma_i)] \land \text{CONS}(\Sigma)
\]

With this expression, we will be able to filter combinations of consistent and inconsistent sets of sentences into consistent sets.

4.3 QBF/BDD representation of arguments

We can extend the language \( \mathcal{P} \) further to contain \( \mathcal{P} = \mathcal{P}_L \cup \mathcal{P}_D \cup \mathcal{P}_{L,C} \cup \mathcal{P}_{D,C} \) where \( \mathcal{P}_{D,C} \) is a set of renaming symbols of \( \mathcal{P}_D \) to represent the conclusions of arguments; \( \mathcal{P}_{L,C} \) is an optional set of symbols to label an interesting sub-space of conclusions (the ones we want to compute arguments for). For example, if the sentences in \( \Sigma \) and their negations are of interest, then \( \mathcal{P}_{L,C} = 2\log|\Sigma| \) (we don’t need to label a set of sentences, instead we just need to label individual sentences and their negations so that we need \( 2\log|\Sigma| \) symbols). Similarly, we will denote \( \mathcal{P}_D \) by \( \mathcal{P}_{D,P} \) for premises when a distinction is needed.

An argument \((H, h)\) in \( \mathcal{L}_D \) can then be represented by formula \( \xi(H, h) \) in \( \mathcal{L} \)

\[
\xi(H, h) = \text{SEL}(H) \land \bigwedge_{f_i \in H} f_i \land h[\mathcal{P}_{D,C}]
\]

where \( h[\mathcal{P}_{D,C}] \) means the expression \( h \) is in terms of the symbols of \( \mathcal{P}_{D,C} \).

The set of all arguments that can be constructed from \( \Sigma \) will be equivalent to

\[
\mathcal{A}(\Sigma) = \text{CONS}(\Sigma)
\]

for the moment by abstracting away the conclusions. Later we will reintroduce the conclusions to the representation during the query for conclusions and the defeat process.

4.4 Arguments for conclusions

We can construct the set of arguments for a set of conclusions all at once as follows. Let us assume that, besides the input information base \( \Sigma \), we also have a set of conclusions \( C \) that we wish to support.

\[
C = \{h_k\}
\]
with $K = \log |C|$ and a set of labeling symbols

$$\mathcal{P}_{L,C} = \mathcal{L}_C = \{l_1,C, \ldots, l_{K,C}\}$$

and let $c_k$ be defined as $l_C = k$, namely $c_k$ is the encoding of integer $k$ using the boolean symbols of $\mathcal{P}_{L,C}$.

The set of arguments for $C$ based on $\Sigma$ can be represented as

$$\text{Args}(\Sigma, C)_L = \forall \sigma \in \mathcal{P}_D \cup \mathcal{P}_{D,C} \bigvee_{h_k \in C} \bigvee_{c \subseteq \Sigma} ([\bigwedge_{f_i \in \Sigma} f_i \rightarrow h_k] \land \text{SEL}(\sigma) \land c_k]$$

and results in

$$\text{Args}(\Sigma, C) = \text{Args}(\Sigma, C)_L \land \text{CONS}(\Sigma) \land \bigvee_{h_k \in C} (c_k \land h_k)$$

**Proposition 3.** $\text{Args}(\Sigma, C)_L$ can be expressed as

$$\forall \sigma \in \mathcal{P}_D \cup \mathcal{P}_{D,C} \text{CONS}(\Sigma)_L \land \bigg[ \bigvee_{h_k \in C} (c_k) \land \bigg( \bigvee_{f_i \in \Sigma} (l_i \land \neg f_i) \lor \bigvee_{h_k \in C} (c_k \land h_k) \bigg) \bigg]$$

using $O(2 \times |C|) + O(|\Sigma|) + O(2 \times |\Sigma| + |\mathcal{P}_D|) + O(|\mathcal{P}_D \cup \mathcal{P}_{D,C}|)$ QBF/BDD operations.

**Proof.** Start with the first two items above,

$$\text{CONS}(\Sigma)_L \land \bigg[ \bigvee_{h_k \in C} (c_k) \bigg] \bigvee_{c \subseteq \Sigma} \bigvee_{h_k \in \mathcal{H}} [\text{SEL}(\sigma) \land c_k]$$

Conjoining with the remaining two items $\bigg[ \bigvee_{f_i \in \Sigma} (l_i \land \neg f_i) \lor \bigvee_{h_k \in C} (c_k \land h_k) \bigg]$, gives:

$$\bigvee_{\sigma \subseteq \Sigma} \bigvee_{h_k \in C} \left[ \text{SEL}(\sigma) \land c_k \land \left( \bigvee_{f_i \in \Sigma} (l_i \land \neg f_i) \lor \bigvee_{h_k \in C} (c_k \land h_k) \right) \right]$$

$$= \bigvee_{\sigma \subseteq \Sigma} \bigvee_{h_k \in \Sigma} \left[ \text{SEL}(\sigma) \land \left( \bigvee_{f_i \in \sigma} \neg f_i \right) \lor (c_k \land h_k) \right]$$

$$= \bigvee_{\sigma \subseteq \Sigma} \bigvee_{h_k \in \Sigma} \left[ \text{SEL}(\sigma) \land c_k \land \left( \bigwedge_{f_i \in \sigma} (f_i) \rightarrow (h_k) \right) \right]$$

The first line is derived using $\bigvee_i A_i \land \bigvee_j B_j = \bigvee_i \left[ A_i \land \left( \bigvee_j B_j \right) \right]$. The second line is derived using

$$\text{SEL}(\sigma) \land \left( \bigvee_{f_i \in \Sigma} (l_i \land \neg f_i) \right) = \text{SEL}(\sigma) \land \left( \bigvee_{f_i \in \sigma} \neg f_i \right)$$

since:

$$\text{SEL}(\sigma) \land (l_i \land \neg f_i) = FALSE$$

for any $f_i \notin \sigma$. The second line also employs $c_k \land \bigvee_{h_k \in C} (c_k \land h_k) = c_k \land h_k$  □
4.5 Minimization of consistent sets with respect to conclusions

In the above, \( Args(\Sigma, C) \) may contain non-minimal arguments. To overcome this, we need to minimize the arguments in \( Args(\Sigma, C) \) with respect to their conclusions. Given a set of arguments \( Q \subseteq A \) and a partial relation \( B \subseteq A \times A \) (e.g. the set-inclusion \( \subseteq \) relation on the supports of arguments) on \( A \), the set of minimal arguments in \( Q \) with respect to \( B \) is

\[
\text{Min}(Q, B) = \{ A \in Q | \text{for all } C \in Q, (C, A) \in B \implies (A, C) \in B \}
\]

By encoding \( Q \) with a QBF formula \( Q[P] \) based on a set \( P \) of propositional symbols, and encoding the partial relation \( B \) with another QBF \( B[P, P'] \) with the first component of \( B \) based on symbols in \( P \) and the second component of \( B \) based on the symbols in \( P' \), we can compute \( \text{Min}(Q, B) \) as follows

\[
\text{Min}(Q, B) = Q \land \forall Z [(Q[P/Z] \rightarrow (B[P/Z, P'/P'] \rightarrow B[P'/Z])]
\]

where \( Z \) is a temporary set of symbols renamed from \( P \) to hold the intermediate results during the computation.

The set-inclusion relation between two sets of supports \( H_1[P] \) and \( H_2[P'] \) can be implemented as:

\[
\xi(\subseteq) = \bigwedge_{f_i \in \Sigma} [l_i \rightarrow l'_i].
\]

This requires \( 2 \times |\Sigma| \) QBF/BDD operations to construct. A linear BDD size implementation of \( \subseteq \) on the supports of \( A \) is given in Algorithm 4.1 \(^6\).

The set of minimal supports which attack a sentence \( h_k \in C \) can be computed as

\[
Args_{\text{min}}(\Sigma, h_k) = \text{Min}((Args(\Sigma, C) \land c_k)_L, \xi(\subseteq)).
\]

The set of minimal supports with respect to each setence in \( C \) can be computed as

\[
Args_{\text{min}}(\Sigma, h_k) = \bigvee_{h_k \in C} Args_{\text{min}}(\Sigma, h_k).
\]

For description convenience, below we will use \( Args(\Sigma, C) \) for \( Args_{\text{min}}(\Sigma, C) \).

\(^6\)To the best of our knowledge only an exponential implementation exists in the literature [3].
4.6 A QBF representation of defeat

A defeat defeat\((H, h, (H', h'))\) can be represented by

\[
\xi(H, h, H', h') = \text{CONJ}(H) \wedge \text{SEL}(h)[P_{L,C}] \wedge h[P_{D,C}]
\]

\[
\wedge \text{CONJ}(H')[P'_{D}] \wedge \text{SEL}(h')[P'_{L,C}] \wedge h'[P'_{D,C}]
\]

by extending the language \(\mathcal{L}[P]\) to be \(\mathcal{L}[P] \cup \mathcal{L}[P']\). A defeat relation \(D = \{(A_i, A'_i)\}\) can be represented by a single QBF/BDD formula:

\[
\xi(D) = \bigvee_{(A_i, A'_i) \in D} [\xi(A_i) \wedge \xi(A'_i)].
\]

Now we need an expression with a polynomial number of operations to generate the set of all possible defeats from \(\Sigma\). To do this, we need to inspect the specific types of defeats. We start with undercut:

**Definition 8.** An argument \((H_1, h_1)\) undercut another argument \((H_2, h_2)\) iff there exists an \(f \in H_2\) such that \(h_1 \equiv \neg f\).

and this gives us:

**Proposition 4.** Let \(C = \Sigma \cup \{\neg f_i | f_i \in \Sigma\}\), the set of all possible undercuts can be constructed as

\[
\text{undercut}(\Sigma) = \text{Args}(\Sigma, C) \wedge \text{Args}(\Sigma', C') \wedge (\bigvee_{f_i \in \Sigma'} (c_{\neg f_i} \wedge l_i))
\]

where \(c_{\neg f_i}\) denotes the encoding of the label that corresponds to \(\neg f_i\) in \(C\).

**Proof.** \(\text{Args}(\Sigma, C)\) and \(\text{Args}(\Sigma', C')\) constructs the arguments for \(C\) based on \(\Sigma\) using two sets of symbols, and the corresponding selection of input sentences and conclusion sentences. \((\bigvee_{f_i \in \Sigma'} (c_{\neg f_i} \wedge l_i))\) builds up the undercut relation between these two sets of arguments. \(\square\)

Note that the setting of the conclusion points \(C = \Sigma \cup \{\neg f_i | f_i \in \Sigma\}\) can be changed according to any application-dependent argumentation process, for example \(\text{CONS}(\Sigma)\) and their negations or other application oriented conclusions and their negations.

Next we consider rebut:

**Definition 9.** \((H_1, h_1)\) rebut \((H_2, h_2)\) iff \(h_1 \equiv \neg h_2\).

We can construct the rebut relation in the same way as undercut by assuming a set of interesting conclusion points. However, we can also construct the rebut relation in the following way and leaving the conclusion points open to make the system more flexible.

**Definition 10.** Given a set \(H\) of sentences, let

\[
S(H) = \{s | s \models H\}
\]

\[
S(h) = \{s | s \models h\}
\]

where \(s\) is an assignment to \(P\). \(H \vdash h\) iff \(S(H) \subseteq S(h)\).
The definition of rebut is then:

**Definition 11.** $H_1$ rebut $H_2$, if there is some $h$ such that $H_1 \vdash h$ and $H_2 \vdash \neg h$.

and we have:

**Proposition 5.** Given two consistent sets of sentences $H_1$ and $H_2$, $H_1$ rebut $H_2$ iff $S(H_1) \cap S(H_2) = \emptyset$, namely $[\text{CONJ}(H_1) \land \text{CONJ}(H_2)] \leftrightarrow \text{FALSE}$.

**Proof.** If $H_1$ rebut $H_2$, then there is a $h$ such that $H_1 \vdash h$ and $H_2 \vdash \neg h$. Since $S(h) \cap S(\neg h) = \emptyset$, and $S(H_1) \subseteq S(h)$ and $S(H_2) \subseteq S(\neg h)$, therefore $S(H_1) \cap S(H_2) = \emptyset$.

If $S(H_1) \cap S(H_2) = \emptyset$, the rebutting point $h$ can be constructed as follows. Let $\text{padding} = \neg (H_1 \lor H_2)$, and $h = H_1 \lor \text{padding}$. In this way, $S(\text{padding}) = U \setminus (S(H_1) \cup S(H_2))$. $S(h) = S(H_1) \cup S(\text{padding})$, $S(\neg h) = U \setminus (S(H_1) \cup S(\text{padding})) = S(H_2)$. Therefore $S(H_1) \subseteq s(h)$ and $S(H_2) \subseteq S(\neg h)$, namely $h$ is the rebutting point we are looking for such that $H_1 \vdash h$ and $H_2 \vdash \neg h$. \qed

Actually $h$ can be anything such that $S(H_1) \subseteq S(h) \subseteq (S(H_1) \cup S(\text{padding}))$, so we have the following corollary.

**Corollary 1.** Given two sets of sentences $H_1$ and $H_2$ which rebut each other, the rebut point $h$ can be obtained by setting $S(H_1) \subseteq S(h) \subseteq (S(H_1) \cup S(\text{padding}))$ where padding $= \neg (H_1 \lor H_2)$. The choice of $h = H_1 \lor \neg (H_1 \lor H_2)$ which makes $H_1$ and $H_2$ be the minimal sets of sentences such that $H_1 \vdash h$ and $H_2 \vdash \neg h$. \qed

As a result, the set of all rebuts can be expressed as

$$
\text{rebut}(\Sigma) = \bigvee_{\sigma \subseteq \Sigma, \sigma' \subseteq \Sigma} [\text{CONJ}(\sigma) \land \text{CONJ}'(\sigma') \land \neg (\text{CONJ}(\sigma) \land \text{CONJ}(\sigma'))]
$$

and we have:

**Proposition 6.** $\text{rebut}(\Sigma)$ can be expressed as

$$
\text{rebut}(\Sigma) = \text{CONS}(\Sigma) \land \text{CONS}'(\Sigma) \land \left[ \bigvee_{f_i \in \Sigma} (l_i \land \neg f_i) \lor \bigvee_{f_j \in \Sigma} (l'_j \land \neg f_j) \right]
$$

using $2 \times O(\text{CONS}(\Sigma)) + 6 \times |\Sigma| + 3$ QBF/BDD operations.

**Proof.**

$$
\text{rebut}(\Sigma) = \bigvee_{\sigma \subseteq \Sigma, \sigma' \subseteq \Sigma} [\text{CONJ}(\sigma) \land \text{CONJ}'(\sigma') \land \neg (\text{CONJ}(\sigma) \land \text{CONJ}(\sigma'))] = \bigvee_{\sigma \subseteq \Sigma, \sigma' \subseteq \Sigma} [\text{CONJ}(\sigma) \land \text{CONJ}'(\sigma') \land (\neg \text{CONJ}(\sigma) \lor \neg \text{CONJ}(\sigma'))] = \bigvee_{\sigma \subseteq \Sigma, \sigma' \subseteq \Sigma} \left[ \text{CONJ}(\sigma) \land \text{CONJ}'(\sigma') \land \left( \bigvee_{f_i \in \sigma} \neg f_i \lor \bigvee_{f_j \in \sigma'} \neg f_j \right) \right]
$$
\[= \bigvee_{\sigma \subseteq \Sigma, \sigma' \subseteq \Sigma} \text{CONJ}(\sigma) \land \text{CONJ}'(\sigma') \land \left( \bigvee_{f_i \in \sigma} (l_i \land \neg f_i) \lor \bigvee_{f_j \in \sigma'} (l_j' \land \neg f_j) \right) \]

\[= \text{CONS}(\Sigma) \land \text{CONS}'(\Sigma) \land \left[ \bigvee_{f_i \in \Sigma} (l_i \land \neg f_i) \lor \bigvee_{f_j \in \Sigma} (l_j' \land \neg f_j) \right] \]

Finally we consider the computation of the contradict relation:

**Definition 12.** \((H_1, h_1)\) contradicts \((H_2, h_2)\) if and only if \((H_1, h_1)\) rebuts a subargument of \((H_2, h_2)\).

The contradict relation can be computed by

\[
\text{contradict}(\Sigma) = \exists_Z (\text{rebut}(\Sigma)[P'/Z] \land \xi(\subseteq)[P/Z])
\]

### 4.7 Computing fixed points of argumentation

The relations undercut, rebut and contradict give us the relationship between individual arguments, but, as is usual, we are more interested in computing things like which arguments are acceptable, where such properties are defined as fixed-points.

**Definition 13.** An argument \(H\) defends another argument \(H'\) if there exists another argument \(H''\) such that \(H''\) defeats \(H'\) but \(H\) defeats \(H''\).

The defend relation can be constructed from the defeat relation on the set of arguments as follows:

\[
\text{defend}(\Sigma, \text{defeat}) = \exists_Z (\text{defeat}(\Sigma)[P'/Z] \land \text{defeat}(\Sigma)[P/Z])
\]

where \(\text{defeat}(\Sigma)\) is either \(\text{undercut}(\Sigma)\), \(\text{rebut}(\Sigma)\), \(\text{contradict}(\Sigma)\), or any disjunction of the relations (e.g. \(\text{undercut}(\Sigma) \lor \text{rebut}(\Sigma)\)). The composition of two relations \(R_1\) and \(R_2\) on the set \(A\) of arguments can be computed by

\[
\text{Compose}R(R_1, R_2) = \exists_Z [R_1[P'/Z] \land R_2[P/Z]].
\]

With these constructs defined, the fixed point of argumentation can be computed using Algorithm 4.2. In Algorithm 4.2, the closure of a binary relation \(R\) on \(A\), is computed using a method called iterative squaring [7] which is guaranteed to terminate within \(O(\log |A|)\) steps. In line 3: \(\text{Old}R \leftarrow I_{PL} \cup \text{defend}_{PL}\), the defend relation is first projected to sentence labeling symbols so that during the computation of the defending closure only the label of arguments are considered without referring to their internal structure; the union with the identity relation \(I_{PL} = \bigwedge_{l_i \in \Sigma} (l_i \leftrightarrow l'_i)\) is to keep the defended arguments in the closure.

**Proposition 7.** Algorithm 4.2 computes the fixed point of the defend relation, namely the set of acceptable arguments constructed from \(\Sigma\).
Algorithm 4.2 Computing Fixed Point of Argumentation

1: function ComputeFixedpoint(Σ, defeat) {
2:  (1) Σ: The set of input information
3:  (2) defeat is binary relation on A
4:  defend ← defend(Σ, defeat)
5:  OldR ← IP_L ∪ defend_P_L
6:  R ← FAIL
7:  while (OldR ≠ R) do
8:     tmpR ← R
9:     R ← ComposeR(OldR, OldR)
10:    OldR ← tmpR
11:  end while
12:  Undefeated ← CONS(Σ) ∧ ¬(∃a∈P defeat)[P'/P]
13:  Acc ← ∃a∈P(Undefeated ∧ R)[P'/P] ∨ Undefeated
14: return Acc end function

Proof. Let \( step(R) \) be the maximum length of paths between a pair \((A, A') \in R\) in the induced graph of the defend relation defend. Let the starting \( R \) in line 3 denoted by \( R_0 = \text{defend} \cup I \). In \( R_0 \), for every \((A, A') \in R\), either \((A, A') \in \text{defend}\), namely \( A \) defends \( A' \) using one step, or \( A \) is identical to \( A' \) namely \( A \) defends \( A' \) using 0 step, therefore \( step(R_0) = 1 \). Let the consequent content of \( R \) in each while iteration denoted by \( R_i \) where \( i \) is the number of the iteration. Each time, when \( R_{i+1} ← \text{ComposeR}(R_i, R_i) \) is applied in line 7, \( R_{i+1} \) will gather all the argument pairs of the form \((A, A')\) such that \( A \) defends \( A' \) using defending steps less or equal than \( step(R_i) = 2 \times step(R_i) \) steps. Assume that \( i \) is the number such that \( R_{i+1} = R_i \), if the iteration continues we will have

\[
R_{i+2} = \text{ComposeR}(R_{i+1}, R_{i+1}) = \text{ComposeR}(R_i, R_i) = R_{i+1} = R_i
\]

namely for all \( j ≥ i \), \( R_j = R_i \). Therefore, after the while loop terminates \( R \) will gather all the argument pairs \((A, A')\) via any number of defending steps. Since the number of arguments is finite, all the defending paths are of finite length, therefore the algorithm is guaranteed to terminate.

Proposition 8. The complexity of algorithm 4.2 is \( O(|Σ| \times K^2 \times |P|) \) where \( K \) is the maximum size of the BDDs which appear during the fixed point computing process.

Proof. As the analyzed in the proof of proposition 7, the \( step(R_i) = step^2(R_{i+1}) \). The maximum possible step of \( R_i \)'s is the number of arguments which is \( 2^{|Σ|} \). Therefore the algorithm is guaranteed to terminate after \( m = \log_2 2^{|Σ|} = |Σ| \) iterations, therefore the number of interaction is bounded above by \( O(|Σ|) \). In each iteration, \( \text{ComposeR} \) can be computed using \( O(1 + |P|) \) number of BDD operations, each operation is of complexity \( O(K^2) \) where \( K \) is the maximum size of BDDs used. Therefore the whole algorithm is bounded above by \( O(|Σ|) \times O(K^2 \times |P|) \).
5 Discussion

Proposition 8 shows that we can compute the fixed-point in a polynomial number of BDD operations. As we mentioned above, this is a long way from saying that we can do general logical inference in polynomial time, rather what we are saying is that while the complexity of algorithm 4.2 depends on the maximum size of the BDD \( K \), this doesn’t depend on the size of \( \Sigma \) but rather on the complexity of the information contained in \( \Sigma \). In the worse case, \( K \) can still be exponential in \(|\mathcal{P}|\), but in many practical applications \( K \) tends to be small.

Because of this feature of systems built using the QBF/BDD representation, there has been a lot of work on reducing the size of BDDs. Many successful approaches have been developed in literature, especially those developed for symbolic model checking in software and hardware verification [24], and in non-deterministic AI planning [10]. Examples of techniques for reducing the size of BDDs are early quantification [19], quantification scheduling [9], transition partitioning [6], iterative squaring [7, 8], frontier simplification [12], input splitting [28, 29], and state set \( A^* \) branching [22, 21, 23] (a BDD version of the \( A^* \) search heuristic [31]).

Another factor affecting the BDD size greatly is variable ordering. The problem of finding an optimal variable ordering is NP-complete [4]. Algorithms based on dynamic programming [14], heuristics [20], dynamic variable reordering [30] and machine learning approaches [18] have been proposed for finding a good variable ordering in reasonable time.

We are currently working on an implementation of the reasoning mechanism proposed above with the aim of experimentally clarifying the nature of \( K \) for different argumentation problems.

6 Conclusions and Future Work

In this paper, we have proposed a symbolic model checking approach to compute argumentation. The computation only uses a polynomial number of BDD operations in terms of the number of sentences in the input and the number of symbols used in the input. A key idea in the approach is to construct the set of consistent arguments all together using a polynomial number of BDD operations. In the same way, the defeat relation among these arguments can also be computed all at once using a polynomial number of BDD operations. And with the iterative squaring technique, we are able to compute the fixed point of a set of arguments in polynomial number of BDD operations.

We are currently working on implementing the BDD-based argumentation system proposed in this paper, with the aim of conducting experiments to classify the nature of the BDDs constructed for argumentation. This will allow us to determine how effective this approach will be in general. This in turn may lead us to look for new heuristics for controlling the size of the BDDs we need to construct to compute arguments. Another direction that we are working on is to extend the current method to compute more

\footnote{[18] is also a good source for other references on BDD variable (re-)ordering.}
sophisticated and controllable approaches argumentation, such as those based on argumentation schemes [27]. On the way, we will need to develop BDD techniques to efficiently specify application-dependent patterns of arguments (such as those captured by argument schemes), specify application-dependent patterns of defeats (defeat schemes), and extend the basic entailment-based reasoning modelled here to specify the necessary patterns of rule-based procedural reasoning. In combination with our continuing efforts to use BDD techniques in multiagent planning and dialogues [34, 36, 38, 39], all these efforts are aimed at our ultimate goal of a practical argumentation-based dialogue model for multiagent planning.
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