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Non-Volatile Memory

o Persistent storage with byte-addressable operations.
o Fast read/write latencies.
o No difference hetween random vs. sequential access.
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What does NVM mean for DBMSs?

e Thinking of NVM as just a faster SSD is not interesting.

 We want touse NVM as permanent storage for the
database, but this has major implications.
— [peraning Sysrem Stpport

— Lloua Provicer Provisioning

— [atabase Management Sysiem Archireciues
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Ghapter | - Existing Systems

e |nvestigate how existing systems perform with NVM for
write-heavy transaction processing (OLTP) workloads.

o Evaluate two types of DBMS architectures.
— Disk-orienred (MySQL)
— In-Memory (H-Store)

- | APROLEGOMENON ON OLTP DATABASE SYSTEMS

FOR NON-VOLATILE MEMORY
ADMS@VLDB 2015
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Intel Labs NVM Emulator

e |nstrumented motherboard that slows down access fo
the memory controller with funable latencies.

o Special assembly to emulate upcoming Xeon
instructions for flushing cache lines.

STORE STORE

Llﬂache
» 2 Cache »

PCOMMIT
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Experimental Evaluation

 Gompare architectures on Intel Labs NVM emulator.

o Yahoo! Cloud Serving Benchmark:
— 10 million records (~1066)
— By narabase/ memory
— Variable skew
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@ NVM Latency does not
have a large impact.

@ Logging is a major
nerformance bottleneck.

€© Legacy DBMSs are not
prepared to run on NVM.
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Ghapter Il - NVM-only Storage

o Evaluate storage and recovery methods for a system
that only has NVM.

o Testhed DBMS with a pluggable storage engines.
e We had to build our own NVM-aware memory allocator.

—— LET'S TALK ABOUT STORAGE & RECOVERY METHODS

FOR NON-VOLATILE MEMORY DATABASE SYSTEMS
SIGMOD 2015
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DBMS Architectures

In-Place Gopy-on-Write  Log-Structured

Tahle Heap Tahle Heap No Table Heap
Log + Snapshots No Logging Log-only Storage

%y s
VOLTDR [MDB %o eos
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NVM-Optimized Architectures

o |Jse non-volatile pointers to only record what changed
rather than how it changed.

o Be careful about how & when things get flushed from
GPU caches to NVM.
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NVM-Aware In-Place Engine

UPDATE table SET val=ABC
WHERE 1id=123

Table Heap
New Tuple Q===

Tuple Pointers @) g

Log Recorc
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Evaluation

o Testhed system using the Intel NVM hardware emulator.

» Yahoo! Gloud Serving Benchmark
— Zmilionrecors + 1 millon iransacrons
— Hlgh-skew sering
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@ Using NVM correctly
improves throughput &
reduces weadown.

© Avoid block-oriented
components.

€ NVM-only systems are
15-20 years away
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Ghapter Il - Hybrid DBMS

o Design and build a new in-memory DBMS that will be
ready for NVM when it becomes available.

o Hyhrid Storage + Hybrid Workloads
— JFAM + NV orienied arciireciure
— 381 [1ansacnons + Real-nime Analviics
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Adaptive Storage
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6’% Peloton

The Self-Driving Database
Management System


http://pelotondb.org/
http://pelotondb.org/

-IE NVM Ready

£+ Query Compilation
#4% Vlectorized Execution
<2 Autonomous

¢ Apache Licensed
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