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Course Description

Objective: The goal of this independent study is to develop an algorithm
for generating new images from an input image by modifying certain attributes
such as outfits, e.g., given a picture of a person and a picture of a hat, generate a
new picture of the person wearing that hat as shown in the example in Figure 1.

Background research: This study requires solid understanding of basic
deep learning approaches including feed-forward and recurrent neural networks
that can be reviewed in textbooks such as [2] (Part I and II). As background re-
search for this study, a literature survey will be conducted on recent progress on
image synthesis, in particular Generative Adversarial Networks (GANs) models,
including [3, 7, 14, 16, 5, 17, 9, 10, 18, 12, 4, 11, 13, 8, 6, 1, 15].

Datasets: For this study, we plan to use publicly available datasets such
as CelebA and DeepFashion to create a new dataset for the project’s purpose.
The student is expected to do further research on additional datasets as needed.

Evaluation methods: Common evaluation metrics for image synthesis
and morphing are somewhat qualitative. The quantitative metrics used in ex-

Figure 1: An example showing a woman with and without a hat 1
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isting work include the classification approach that simply checks whether a
newly added attribute can be identified by a classifier trained for that specific
attribute. We will use the same metric to be able to compare the performance
against existing works.

Additionally, we plan to conduct a Turing test on the output images to
measure human perception on the quality of generated images.

Final report: The student and the advisor will co-author a technical
paper that includes a formal problem definition, related work, detailed technical
approach, experiments and results, and conclusion and future directions. The
report will be written incrementally as we keep track of the progress.
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