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12 Appendix

12.1 Asymptotic Notation

We introduce the big O notation here. The motivating example is the analysis of the running time of an algorithm. The running time may be a complicated function of the input length \( n \) such as \( 5n^3 + 25n^2 \ln n - 6n + 22 \). Asymptotic analysis is concerned with the behavior as \( n \to \infty \) where the higher order term \( 5n^3 \) dominates. Further, the coefficient 5 of \( 5n^3 \) is not of interest since its value varies depending on the machine model. So we say that the function is \( O(n^3) \). The big O notation applies to functions on the positive integers taking on positive real values.

**Definition 12.1** For functions \( f \) and \( g \) from the natural numbers to the positive reals, \( f(n) \) is \( O(g(n)) \) if there exists a constant \( c > 0 \) such that for all \( n \), \( f(n) \leq cg(n) \).

Thus, \( f(n) = 5n^3 + 25n^2 \ln n - 6n + 22 \) is \( O(n^3) \). The upper bound need not be tight. Not only is \( f(n) \), \( O(n^3) \), it is also \( O(n^4) \). Note \( g(n) \) must be strictly greater than 0 for all \( n \).

To say that the function \( f(n) \) grows at least as fast as \( g(n) \), one uses a notation called omega of \( n \). For positive real valued \( f \) and \( g \), \( f(n) \) is \( \Omega(g(n)) \) if there exists a constant \( c > 0 \) such that for all \( n \), \( f(n) \geq cg(n) \). If \( f(n) \) is both \( O(g(n)) \) and \( \Omega(g(n)) \), then \( f(n) \) is \( \Theta(g(n)) \). Theta of \( n \) is used when the two functions have the same asymptotic growth rate.

Many times one wishes to bound the low order terms. To do this, a notation called little o of \( n \) is used. We say \( f(n) \) is \( o(g(n)) \) if \( \lim_{n \to \infty} \frac{f(n)}{g(n)} = 0 \). Note that \( f(n) \) being \( O(g(n)) \) means that asymptotically \( f(n) \) does not grow faster than \( g(n) \), whereas \( f(n) \) being \( o(g(n)) \) means that asymptotically \( f(n)/g(n) \) goes to zero. If \( f(n) = 2n + \sqrt{n} \), then

<table>
<thead>
<tr>
<th>asymptotic upper bound</th>
<th>( f(n) ) is ( O(g(n)) ) if for all ( n ), ( f(n) \leq cg(n) ) for some constant ( c &gt; 0 ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>asymptotic lower bound</td>
<td>( f(n) ) is ( \Omega(g(n)) ) if for all ( n ), ( f(n) \geq cg(n) ) for some constant ( c &gt; 0 ).</td>
</tr>
<tr>
<td>asymptotic equality</td>
<td>( f(n) ) is ( \Theta(g(n)) ) if it is both ( O(g(n)) ) and ( \Omega(g(n)) ).</td>
</tr>
<tr>
<td>( f(n) ) is ( o(g(n)) ) if ( \lim_{n \to \infty} \frac{f(n)}{g(n)} = 0 ).</td>
<td></td>
</tr>
<tr>
<td>( f(n) \sim g(n) ) if ( \lim_{n \to \infty} \frac{f(n)}{g(n)} = 1 ).</td>
<td></td>
</tr>
<tr>
<td>( f(n) ) is ( \omega(g(n)) ) if ( \lim_{n \to \infty} \frac{f(n)}{g(n)} = \infty ).</td>
<td></td>
</tr>
</tbody>
</table>
f(n) is $O(n)$ but in bounding the lower order term, we write $f(n) = 2n + o(n)$. Finally, we write $f(n) \sim g(n)$ if $\lim_{n \to \infty} \frac{f(n)}{g(n)} = 1$ and say $f(n)$ is $\omega(g(n))$ if $\lim_{n \to \infty} \frac{f(n)}{g(n)} = \infty$. The difference between $f(n)$ being $\Theta(g(n))$ and $f(n) \sim g(n)$ is that in the first case $f(n)$ and $g(n)$ may differ by a multiplicative constant factor.

### 12.2 Useful relations

#### Summations

\[
\sum_{i=0}^{n} a^i = 1 + a + a^2 + \cdots = \frac{1 - a^{n+1}}{1 - a}, \quad a \neq 1
\]

\[
\sum_{i=0}^{\infty} a^i = 1 + a + a^2 + \cdots = \frac{1}{1 - a}, \quad |a| < 1
\]

\[
\sum_{i=0}^{\infty} ia^i = a + 2a^2 + 3a^3 \cdots = \frac{a}{(1 - a)^2}, \quad |a| < 1
\]

\[
\sum_{i=0}^{\infty} i^2 a^i = a + 4a^2 + 9a^3 \cdots = \frac{a(1 + a)}{(1 - a)^3}, \quad |a| < 1
\]

\[
\sum_{i=1}^{n} i = \frac{n(n + 1)}{2}
\]

\[
\sum_{i=1}^{n} i^2 = \frac{n(n + 1)(2n + 1)}{6}
\]

\[
\sum_{i=1}^{\infty} \frac{1}{i^2} = \frac{\pi^2}{6}
\]

We prove one equality.

\[
\sum_{i=0}^{\infty} ia^i = a + 2a^2 + 3a^3 \cdots = \frac{a}{(1 - a)^2}, \quad \text{provided } |a| < 1.
\]

Write $S = \sum_{i=0}^{\infty} ia^i$.

\[
aS = \sum_{i=0}^{\infty} ia^{i+1} = \sum_{i=1}^{\infty} (i - 1)a^i.
\]

Thus,

\[
S - aS = \sum_{i=1}^{\infty} ia^i - \sum_{i=1}^{\infty} (i - 1)a^i = \sum_{i=1}^{\infty} a^i = \frac{a}{1 - a},
\]

from which the equality follows. The sum $\sum_{i} i^2 a^i$ can also be done by an extension of this method (left to the reader). Using generating functions, we will see another proof of both
these equalities by derivatives.

\[ \sum_{i=1}^{\infty} \frac{1}{i} = 1 + \frac{1}{2} + \left( \frac{1}{3} + \frac{1}{4} \right) + \left( \frac{1}{5} + \frac{1}{6} + \frac{1}{7} + \frac{1}{8} \right) + \cdots \geq 1 + \frac{1}{2} + \frac{1}{2} + \cdots \] and thus diverges.

The summation \( \sum_{i=1}^{n} \frac{1}{i} \) grows as \( \ln n \) since \( \sum_{i=1}^{n} \frac{1}{i} \approx \int_{1}^{n} \frac{1}{x} \, dx \). In fact, \( \lim_{i \to \infty} \left( \sum_{i=1}^{n} \frac{1}{i} - \ln(n) \right) = \gamma \) where \( \gamma \approx 0.5772 \) is Euler’s constant. Thus, \( \sum_{i=1}^{n} \frac{1}{i} \approx \ln(n) + \gamma \) for large \( n \).

**Truncated Taylor series**

If all the derivatives of a function \( f(x) \) exist, then we can write

\[ f(x) = f(0) + f'(0)x + f''(0)\frac{x^2}{2} + \cdots. \]

The series can be truncated. In fact, there exists some \( y \) between 0 and \( x \) such that

\[ f(x) = f(0) + f'(y)x. \]

Also, there exists some \( z \) between 0 and \( x \) such that

\[ f(x) = f(0) + f'(0)x + f''(z)\frac{x^2}{2} \]

and so on for higher derivatives. This can be used to derive inequalities. For example, if \( f(x) = \ln(1 + x) \), then its derivatives are

\[ f'(x) = \frac{1}{1 + x}; \quad f''(x) = -\frac{1}{(1 + x)^2}; \quad f'''(x) = \frac{2}{(1 + x)^3}. \]

For any \( z \), \( f''(z) < 0 \) and thus for any \( x \), \( f(x) \leq f(0) + f'(0)x \) hence, \( \ln(1 + x) \leq x \), which also follows from the inequality \( 1 + x \leq e^x \). Also using

\[ f(x) = f(0) + f'(0)x + f''(0)\frac{x^2}{2} + f'''(z)\frac{x^3}{3!} \]

for \( z > -1 \), \( f''(z) > 0 \), and so for \( x > -1 \),

\[ \ln(1 + x) > x - \frac{x^2}{2}. \]

**Exponentials and logs**

\[ a^{\log b} = b^{\log a} \]

\[ e^x = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \cdots \quad e = 2.7182 \quad \frac{1}{e} = 0.3679 \]

Setting \( x = 1 \) in the equation \( e^x = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \cdots \) yields \( e = \sum_{i=0}^{\infty} \frac{1}{i!} \).
\[ \lim_{n \to \infty} \left(1 + \frac{a}{n}\right)^n = e^a \]
\[ \ln(1 + x) = x - \frac{1}{2}x^2 + \frac{1}{3}x^3 - \frac{1}{4}x^4 \cdots \ |x| < 1 \]

The above expression with \(-x\) substituted for \(x\) gives rise to the approximations
\[ \ln(1 - x) < -x \]

which also follows from \(1 - x \leq e^{-x}\), since \(\ln(1 - x)\) is a monotone function for \(x \in (0, 1)\).

For \(0 < x < 0.69\), \(\ln(1 - x) > -x - x^2\).

**Trigonometric identities**

\[ e^{ix} = \cos(x) + i\sin(x) \]
\[ \cos(x) = \frac{1}{2} \left(e^{ix} + e^{-ix}\right) \]
\[ \sin(x) = \frac{1}{2i} \left(e^{ix} - e^{-ix}\right) \]
\[ \sin(x \pm y) = \sin(x) \cos(y) \pm \cos(x) \sin(y) \]
\[ \cos(x \pm y) = \cos(x) \cos(y) \mp \sin(x) \sin(y) \]
\[ \cos(2\theta) = \cos^2 \theta - \sin^2 \theta = 1 - 2\sin^2 \theta \]
\[ \sin(2\theta) = 2\sin \theta \cos \theta \]
\[ \sin^2 \frac{\theta}{2} = \frac{1}{2} (1 - \cos \theta) \]
\[ \cos^2 \frac{\theta}{2} = \frac{1}{2} (1 + \cos \theta) \]
Gaussian and related integrals

\[ \int x e^{ax^2} \, dx = \frac{1}{2a} e^{ax^2} \]

\[ \int \frac{1}{a^2 + x^2} \, dx = \frac{1}{a} \tan^{-1} \left( \frac{x}{a} \right) \text{ thus } \int_{-\infty}^{\infty} \frac{1}{a^2 + x^2} \, dx = \frac{\pi}{a} \]

\[ \int e^{-\frac{a^2 x^2}{2}} \, dx = \frac{\sqrt{2\pi}}{a} \text{ thus } \frac{a}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{a^2 x^2}{2}} \, dx = 1 \]

\[ \int x^2 e^{-ax^2} \, dx = \frac{1}{4a} \sqrt{\frac{\pi}{a}} \]

\[ \int x^{2n} e^{-\frac{x^2}{a^2}} \, dx = \sqrt{\pi} \frac{1 \cdot 3 \cdot 5 \cdot \cdots (2n - 1)}{2n+1} a^{2n-1} = \sqrt{\pi} \frac{(2n)!}{n!} \left( \frac{a}{2} \right)^{2n+1} \]

\[ \int_{0}^{\infty} x^{2n+1} e^{-\frac{x^2}{a^2}} \, dx = \frac{n!}{2} a^{2n+2} \]

\[ \int_{-\infty}^{\infty} e^{-\frac{x^2}{a^2}} \, dx = \sqrt{\pi} \]

To verify \( \int_{-\infty}^{\infty} e^{-x^2} \, dx = \sqrt{\pi} \), consider \( \left( \int_{-\infty}^{\infty} e^{-x^2} \, dx \right)^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-(x^2 + y^2)} \, dxdy \). Let \( x = r \cos \theta \) and \( y = r \sin \theta \). The Jacobian of this transformation of variables is

\[ J(r, \theta) = \begin{vmatrix} \frac{\partial x}{\partial r} & \frac{\partial x}{\partial \theta} \\ \frac{\partial y}{\partial r} & \frac{\partial y}{\partial \theta} \end{vmatrix} = \begin{vmatrix} \cos \theta & -r \sin \theta \\ \sin \theta & r \cos \theta \end{vmatrix} = r \]

Thus,

\[ \left( \int_{-\infty}^{\infty} e^{-x^2} \, dx \right)^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-(x^2+y^2)} \, dxdy = \int_{0}^{2\pi} \int_{0}^{\infty} e^{-r^2} J(r, \theta) \, drd\theta \]

\[ = \int_{0}^{\infty} e^{-r^2} \, dr \int_{0}^{2\pi} \, d\theta \]

\[ = -2\pi \left[ \frac{e^{-r^2}}{2} \right]_{0}^{\infty} = \pi \]

Thus, \( \int_{-\infty}^{\infty} e^{-x^2} \, dx = \sqrt{\pi} \).
Miscellaneous integrals

\[
\int_{x=0}^{1} x^{\alpha-1}(1-\alpha)^{\beta-1}dx = \frac{\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\alpha + \beta)}
\]

For definition of the gamma function see Section 12.3 Binomial coefficients

The binomial coefficient \( \binom{n}{k} = \frac{n!}{(n-k)!k!} \) is the number of ways of choosing \( k \) items from \( n \). The number of ways of choosing \( d+1 \) items from \( n+1 \) items equals the number of ways of choosing the \( d+1 \) items from the first \( n \) items plus the number of ways of choosing \( d \) of the items from the first \( n \) items with the other item being the last of the \( n+1 \) items.

\[
\binom{n}{d} + \binom{n}{d+1} = \binom{n+1}{d+1}.
\]

The observation that the number of ways of choosing \( k \) items from \( 2n \) equals the number of ways of choosing \( i \) items from the first \( n \) and choosing \( k-i \) items from the second \( n \) summed over all \( i, 0 \leq i \leq k \) yields the identity

\[
\sum_{i=0}^{k} \binom{n}{i} \binom{n}{k-i} = \binom{2n}{k}.
\]

Setting \( k = n \) in the above formula and observing that \( \binom{n}{i} = \binom{n}{n-i} \) yields

\[
\sum_{i=0}^{n} \left( \binom{n}{i} \right)^2 = \binom{2n}{n}.
\]

More generally \( \sum_{i=0}^{k} \left( \binom{n}{i} \right) \left( \binom{m}{k-i} \right) = \binom{n+m}{k} \) by a similar derivation.

12.3 Useful Inequalities

\( 1 + x \leq e^x \) for all real \( x \).

One often establishes an inequality such as \( 1 + x \leq e^x \) by showing that the difference of the two sides, namely \( e^x - (1 + x) \), is always positive. This can be done by taking derivatives. The first and second derivatives are \( e^x - 1 \) and \( e^x \). Since \( e^x \) is always positive, \( e^x - 1 \) is monotonic and \( e^x - (1 + x) \) is convex. Since \( e^x - 1 \) is monotonic, it can be zero only once and is zero at \( x = 0 \). Thus, \( e^x - (1 + x) \) takes on its minimum at \( x = 0 \) where it is zero establishing the inequality.

\( (1 - x)^n \geq 1 - nx \) for \( 0 \leq x \leq 1 \)
1 + x ≤ e^x for all real x

(1 - x)^n ≥ 1 - nx for 0 ≤ x ≤ 1

(x + y)^2 ≤ 2x^2 + 2y^2

**Triangle Inequality** |x + y| ≤ |x| + |y|.

**Cauchy-Schwartz Inequality** |x| |y| ≥ x^T y

**Young’s Inequality** For positive real numbers p and q where \( \frac{1}{p} + \frac{1}{q} = 1 \) and positive reals x and y,

\[
xy \leq \frac{1}{p} x^p + \frac{1}{q} y^q.
\]

**Hölder’s inequality** Hölder’s inequality For positive real numbers p and q with \( \frac{1}{p} + \frac{1}{q} = 1 \),

\[
\sum_{i=1}^{n} |x_i y_i| \leq \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p} \left( \sum_{i=1}^{n} |y_i|^q \right)^{1/q}.
\]

**Jensen’s inequality** For a convex function f,

\[
f \left( \sum_{i=1}^{n} \alpha_i x_i \right) \leq \sum_{i=1}^{n} \alpha_i f \left( x_i \right),
\]

Let \( g(x) = (1 - x)^n - (1 - nx) \). We establish \( g(x) \geq 0 \) for \( x \) in \([0, 1]\) by taking the derivative.

\[
g'(x) = -n(1 - x)^{n-1} + n = n(1 - (1 - x)^{n-1}) \geq 0
\]

for \( 0 \leq x \leq 1 \). Thus, \( g \) takes on its minimum for \( x \) in \([0, 1]\) at \( x = 0 \) where \( g(0) = 0 \) proving the inequality.

\[
(x + y)^2 \leq 2x^2 + 2y^2
\]

The inequality follows from \((x + y)^2 + (x - y)^2 = 2x^2 + 2y^2\).

**Lemma 12.1** For any nonnegative reals \( a_1, a_2, \ldots, a_n \) and any \( \rho \in [0, 1] \), \((\sum_{i=1}^{n} a_i)^\rho \leq \sum_{i=1}^{n} a_i^\rho\).
Proof: We will see that we can reduce the proof of the lemma to the case when only one of the $a_i$ is nonzero and the rest are zero. To this end, suppose $a_1$ and $a_2$ are both positive and without loss of generality, assume $a_1 \geq a_2$. Add an infinitesimal positive amount $\epsilon$ to $a_1$ and subtract the same amount from $a_2$. This does not alter the left hand side. We claim it does not increase the right hand side. To see this, note that

$$(a_1 + \epsilon)^\rho + (a_2 - \epsilon)^\rho - a_1^\rho - a_2^\rho = \rho(a_1^{\rho-1} - a_2^{\rho-1})\epsilon + O(\epsilon^2),$$

and since $\rho - 1 \leq 0$, we have $a_1^{\rho-1} - a_2^{\rho-1} \leq 0$, proving the claim. Now by repeating this process, we can make $a_2 = 0$ (at that time $a_1$ will equal the sum of the original $a_1$ and $a_2$). Now repeating on all pairs of $a_i$, we can make all but one of them zero and in the process, we have left the left hand side the same, but have not increased the right hand side. So it suffices to prove the inequality at the end which clearly holds. This method of proof is called the variational method.

The Triangle Inequality

For any two vectors $x$ and $y$, $|x + y| \leq |x| + |y|$. Since $x \cdot y \leq |x||y|$, $|x + y|^2 = (x + y)^T \cdot (x + y) = |x|^2 + |y|^2 + 2x^T \cdot y \leq |x|^2 + |y|^2 + 2|x||y| = (|x| + |y|)^2$. The inequality follows by taking square roots.

Stirling approximation

$n! \approx \left(\frac{n}{e}\right)^n \sqrt{2\pi n}$

$\left(\frac{2n}{n}\right) \approx \frac{1}{\sqrt{\pi n}} 2^n$

$\sqrt{2\pi n} \frac{n^n}{e^n} < n! < \sqrt{2\pi n} \frac{n^n}{e^n} \left(1 + \frac{1}{12n - 1}\right)$

We prove the inequalities, except for constant factors. Namely, we prove that

$1.4 \left(\frac{n}{e}\right)^n \sqrt{n} \leq n! \leq e \left(\frac{n}{e}\right)^n \sqrt{n}$.

Write $\ln(n!) = \ln 1 + \ln 2 + \cdots + \ln n$. This sum is approximately $\int_{x=1}^n \ln x \ dx$. The indefinite integral $\int \ln x \ dx = (x \ln x - x)$ gives an approximation, but without the $\sqrt{n}$ term. To get the $\sqrt{n}$, differentiate twice and note that $\ln x$ is a concave function. This means that for any positive $x_0$,

$$\frac{\ln x_0 + \ln(x_0 + 1)}{2} \leq \int_{x=x_0}^{x_0+1} \ln x \ dx,$$

since for $x \in [x_0, x_0 + 1]$, the curve $\ln x$ is always above the spline joining $(x_0, \ln x_0)$ and $(x_0 + 1, \ln(x_0 + 1))$. Thus,

$$\ln(n!) = \ln 1 + \frac{\ln 1 + \ln 2}{2} + \frac{\ln 2 + \ln 3}{2} + \cdots + \frac{\ln(n - 1) + \ln n}{2} + \frac{\ln n}{2}$$

$$\leq \int_{x=1}^n \ln x \ dx + \frac{\ln n}{2} = [x \ln x - x]_1^n + \frac{\ln n}{2}$$

$$= n \ln n - n + 1 + \frac{\ln n}{2}.$$
Thus, \( n! \leq n^n e^{-n} \sqrt{n e} \). For the lower bound on \( n! \), start with the fact that for any \( x_0 \geq 1/2 \) and any real \( \rho \)

\[
\ln x_0 \geq \frac{1}{2} (\ln(x_0 + \rho) + \ln(x_0 - \rho)) \quad \text{implies} \quad \ln x_0 \geq \int_{x=x_0-0.5}^{x_0+0.5} \ln x \, dx.
\]

Thus,

\[
\ln(n!) = \ln 2 + \ln 3 + \cdots + \ln n \geq \int_{x=1.5}^{n+0.5} \ln x \, dx,
\]

from which one can derive a lower bound with a calculation.

**Stirling approximation for the binomial coefficient**

\[
\left( \begin{array}{c} n \\ k \end{array} \right) \leq \left( \frac{en}{k} \right)^k
\]

Using the Stirling approximation for \( k! \),

\[
\left( \begin{array}{c} n \\ k \end{array} \right) = \frac{n!}{(n-k)!k!} \leq \frac{n^k}{k!} \approx \left( \frac{en}{k} \right)^k.
\]

**The gamma function**

For \( a > 0 \)

\[
\Gamma(a) = \int_0^\infty x^{a-1} e^{-x} \, dx
\]

\[
\Gamma\left(\frac{1}{2}\right) = \sqrt{\pi}, \quad \Gamma(1) = \Gamma(2) = 1, \quad \text{and for} \ n \geq 2, \quad \Gamma(n) = (n-1)\Gamma(n-1).
\]

The last statement is proved by induction on \( n \). It is easy to see that \( \Gamma(1) = 1 \). For \( n \geq 2 \), we use integration by parts.

\[
\int f(x) g'(x) \, dx = f(x) g(x) - \int f'(x) g(x) \, dx
\]

Write \( \Gamma(n) = \int_{x=0}^\infty f(x)g'(x) \, dx \), where, \( f(x) = x^{n-1} \) and \( g'(x) = e^{-x} \). Thus,

\[
\Gamma(n) = [f(x)g(x)]_{x=0}^\infty + \int_{x=0}^\infty (n-1)x^{n-2}e^{-x} \, dx = (n-1)\Gamma(n-1),
\]

as claimed.

**Cauchy-Schwartz Inequality**

\[
\left( \sum_{i=1}^n x_i^2 \right) \left( \sum_{i=1}^n y_i^2 \right) \geq \left( \sum_{i=1}^n x_i y_i \right)^2
\]
In vector form, $|x||y| \geq x^T y$, the inequality states that the dot product of two vectors is at most the product of their lengths. The Cauchy-Schwartz inequality is a special case of Hölder’s inequality with $p = q = 2$.

**Young’s inequality**

For positive real numbers $p$ and $q$ where $\frac{1}{p} + \frac{1}{q} = 1$ and positive reals $x$ and $y$,
\[
\frac{1}{p} x^p + \frac{1}{q} y^q \geq xy.
\]

The left hand side of Young’s inequality, $\frac{1}{p} x^p + \frac{1}{q} y^q$, is a convex combination of $x^p$ and $y^q$ since $\frac{1}{p}$ and $\frac{1}{q}$ sum to 1. $\ln(x)$ is a concave function for $x > 0$ and so the $\ln$ of the convex combination of the two elements is greater than or equal to the convex combination of the $\ln$ of the two elements
\[
\ln\left(\frac{1}{p} x^p + \frac{1}{q} y^q\right) \geq \frac{1}{p} \ln(x^p) + \frac{1}{q} \ln(y^q) = \ln(xy).
\]

Since for $x \geq 0$, $\ln x$ is a monotone increasing function, $\frac{1}{p} x^p + \frac{1}{q} y^q \geq xy$.

**Hölder’s inequality**

For positive real numbers $p$ and $q$ with $\frac{1}{p} + \frac{1}{q} = 1$,
\[
\left(\sum_{i=1}^{n} |x_i|^p\right)^{1/p} \left(\sum_{i=1}^{n} |y_i|^q\right)^{1/q} \leq \left(\sum_{i=1}^{n} |x_i y_i|\right).
\]

Let $x_i' = x_i / \left(\sum_{i=1}^{n} |x_i|^p\right)^{1/p}$ and $y_i' = y_i / \left(\sum_{i=1}^{n} |y_i|^q\right)^{1/q}$. Replacing $x_i$ by $x_i'$ and $y_i$ by $y_i'$ does not change the inequality. Now $\sum_{i=1}^{n} |x_i'|^p = \sum_{i=1}^{n} |y_i'|^q = 1$, so it suffices to prove $\sum_{i=1}^{n} |x_i' y_i'| \leq 1$. Apply Young’s inequality to get $|x_i' y_i'| \leq \frac{|x_i'|^p}{p} + \frac{|y_i'|^q}{q}$. Summing over $i$, the right hand side sums to $\frac{1}{p} + \frac{1}{q} = 1$ finishing the proof.

For $a_1, a_2, \ldots, a_n$ real and $k$ a positive integer,
\[
(a_1 + a_2 + \cdots + a_n)^k \leq n^{k-1} (|a_1|^k + |a_2|^k + \cdots + |a_n|^k).
\]

Using Hölder’s inequality with $p = k$ and $q = k/(k - 1)$,
\[
|a_1 + a_2 + \cdots + a_n| \leq |a_1 \cdot 1| + |a_2 \cdot 1| + \cdots + |a_n \cdot 1|
\leq \left(\sum_{i=1}^{n} |a_i|^k\right)^{1/k} (1 + 1 + \cdots + 1)^{(k-1)/k},
\]
from which the current inequality follows.

**Arithmetic and geometric means**

The arithmetic mean of a set of nonnegative reals is at least their geometric mean. For \( a_1, a_2, \ldots, a_n > 0 \),

\[
\frac{1}{n} \sum_{i=1}^{n} a_i \geq \sqrt[n]{a_1 a_2 \cdots a_n}.
\]

Assume that \( a_1 \geq a_2 \geq \ldots \geq a_n \). We reduce the proof to the case when all the \( a_i \) are equal using the variational method; in this case the inequality holds with equality. Suppose \( a_1 > a_2 \). Let \( \varepsilon \) be a positive infinitesimal. Add \( \varepsilon \) to \( a_2 \) and subtract \( \varepsilon \) from \( a_1 \) to get closer to the case when they are equal. The left hand side \( \frac{1}{n} \sum_{i=1}^{n} a_i \) does not change.

\[
(a_1 - \varepsilon)(a_2 + \varepsilon)a_3 a_4 \cdots a_n = a_1 a_2 \cdots a_n + \varepsilon(a_1 - a_2)a_3 a_4 \cdots a_n + O(\varepsilon^2)
\]

for small enough \( \varepsilon > 0 \). Thus, the change has increased \( \sqrt[n]{a_1 a_2 \cdots a_n} \). So if the inequality holds after the change, it must hold before. By continuing this process, one can make all the \( a_i \) equal.

**Approximating sums by integrals**

For monotonic decreasing \( f(x) \),

\[
\int_{x=m}^{x=m+1} f(x) dx \leq \sum_{i=m}^{n} f(i) \leq \int_{x=m-1}^{x=m} f(x) dx.
\]

See Fig. 12.1. Thus,

\[
\int_{x=2}^{x=3} \frac{1}{x} dx \leq \sum_{i=2}^{n} \frac{1}{i^2} = \frac{1}{4} + \frac{1}{9} + \cdots + \frac{1}{n^2} \leq \int_{x=1}^{x=\sqrt{n+1}} \frac{1}{x^2} dx
\]

and hence \( 2 - \frac{1}{n} \leq \sum_{i=1}^{n} \frac{1}{i^2} \leq 2 - \frac{1}{n} \).
Jensen’s Inequality

For a convex function $f$,

$$f \left( \frac{1}{2} (x_1 + x_2) \right) \leq \frac{1}{2} (f(x_1) + f(x_2)).$$

More generally for any convex function $f$,

$$f \left( \sum_{i=1}^{n} \alpha_i x_i \right) \leq \sum_{i=1}^{n} \alpha_i f(x_i),$$

where $0 \leq \alpha_i \leq 1$ and $\sum_{i=1}^{n} \alpha_i = 1$. From this, it follows that for any convex function $f$ and random variable $x$,

$$E(f(x)) \geq f(E(x)).$$

We prove this for a discrete random variable $x$ taking on values $a_1, a_2, \ldots$ with $\text{Prob}(x = a_i) = \alpha_i$:

$$E(f(x)) = \sum_i \alpha_i f(a_i) \geq f \left( \sum_i \alpha_i a_i \right) = f(E(x)).$$

Figure 12.2: For a convex function $f$, $f \left( \frac{x_1 + x_2}{2} \right) \leq \frac{1}{2} (f(x_1) + f(x_2)).$

Example: Let $f(x) = x^k$ for $k$ an even positive integer. Then, $f''(x) = k(k-1)x^{k-2}$ which since $k-2$ is even is nonnegative for all $x$ implying that $f$ is convex. Thus,

$$E(x) \leq k^{\frac{1}{k}} E(x^k),$$

since $t^{\frac{1}{k}}$ is a monotone function of $t$, $t > 0$. It is easy to see that this inequality does not necessarily hold when $k$ is odd; indeed for odd $k$, $x^k$ is not a convex function.

Tails of Gaussian

For bounding the tails of Gaussian densities, the following inequality is useful. The proof uses a technique useful in many contexts. For $t > 0$,

$$\int_{x=t}^{\infty} e^{-x^2} dx \leq \frac{e^{-t^2}}{2t}.$$ 

In proof, first write: $\int_{x=t}^{\infty} e^{-x^2} dx \leq \int_{x=t}^{\infty} \frac{e^{-x^2}}{x} dx$, using the fact that $x \geq t$ in the range of integration. The latter expression is integrable in closed form since $d(e^{-x^2}) = (-2x)e^{-x^2}$.
yielding the claimed bound.

A similar technique yields an upper bound on

$$\int_{x=\beta}^{1} (1-x^2)^\alpha \, dx,$$

for $\beta \in [0, 1]$ and $\alpha > 0$. Just use $(1-x^2)^\alpha \leq \frac{x}{\beta}(1-x^2)^\alpha$ over the range and integrate in closed form the last expression.

$$\int_{x=\beta}^{1} (1-x^2)^\alpha \, dx \leq \int_{x=\beta}^{1} \frac{x}{\beta}(1-x^2)^\alpha \, dx = \frac{-1}{2\beta(\alpha+1)}(1-x^2)^{\alpha+1} \bigg|_{x=\beta}^{1} = \frac{(1-\beta^2)^{\alpha+1}}{2\beta(\alpha+1)}$$

12.4 Probability

Consider an experiment such as flipping a coin whose outcome is determined by chance. To talk about the outcome of a particular experiment, we introduce the notion of a random variable whose value is the outcome of the experiment. The set of possible outcomes is called the sample space. If the sample space is finite, we can assign a probability of occurrence to each outcome. In some situations where the sample space is infinite, we can assign a probability of occurrence. The probability $p(i) = \frac{6}{\pi^2}$ for $i$ an integer greater than or equal to one is such an example. The function assigning the probabilities is called a probability distribution function.

In many situations, a probability distribution function does not exist. For example, for the uniform probability on the interval $[0,1]$, the probability of any specific value is zero. What we can do is define a probability density function $p(x)$ such that

$$\text{Prob}(a < x < b) = \int_{a}^{b} p(x) \, dx$$

If $x$ is a continuous random variable for which a density function exists, then the cumulative distribution function $f(a)$ is defined by

$$f(a) = \int_{-\infty}^{a} p(x) \, dx$$

which gives the probability that $x \leq a$. 
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12.4.1 Sample Space, Events, Independence

There may be more than one relevant random variable in a situation. For example, if one tosses \( n \) coins, there are \( n \) random variables, \( x_1, x_2, \ldots, x_n \), taking on values 0 and 1, a 1 for heads and a 0 for tails. The set of possible outcomes, the sample space, is \( \{0, 1\}^n \). An event is a subset of the sample space. The event of an odd number of heads, consists of all elements of \( \{0, 1\}^n \) with an odd number of 1’s.

Let \( A \) and \( B \) be two events. The joint occurrence of the two events is denoted by \((A \land B)\). The conditional probability of event \( A \) given that event \( B \) has occurred is denoted by \( \text{Prob}(A|B) \) and is given by

\[
\text{Prob}(A|B) = \frac{\text{Prob}(A \land B)}{\text{Prob}(B)}.
\]

Events \( A \) and \( B \) are independent if the occurrence of one event has no influence on the probability of the other. That is, \( \text{Prob}(A|B) = \text{Prob}(A) \) or equivalently, \( \text{Prob}(A \land B) = \text{Prob}(A)\text{Prob}(B) \). Two random variables \( x \) and \( y \) are independent if for every possible set \( A \) of values for \( x \) and every possible set \( B \) of values for \( y \), the events \( x \) in \( A \) and \( y \) in \( B \) are independent.

A collection of \( n \) random variables \( x_1, x_2, \ldots, x_n \) is mutually independent if for all possible sets \( A_1, A_2, \ldots, A_n \) of values of \( x_1, x_2, \ldots, x_n \),

\[
\text{Prob}(x_1 \in A_1, x_2 \in A_2, \ldots, x_n \in A_n) = \text{Prob}(x_1 \in A_1)\text{Prob}(x_2 \in A_2) \cdots \text{Prob}(x_n \in A_n).
\]

If the random variables are discrete, it would suffice to say that for any real numbers \( a_1, a_2, \ldots, a_n \)

\[
\text{Prob}(x_1 = a_1, x_2 = a_2, \ldots, x_n = a_n) = \text{Prob}(x_1 = a_1)\text{Prob}(x_2 = a_2) \cdots \text{Prob}(x_n = a_n).
\]

Random variables \( x_1, x_2, \ldots, x_n \) are pairwise independent if for any \( a_i \) and \( a_j \), \( i \neq j \), \( \text{Prob}(x_i = a_i, x_j = a_j) = \text{Prob}(x_i = a_i)\text{Prob}(x_j = a_j) \). Mutual independence is much stronger than requiring that the variables are pairwise independent. Consider the example of 2-universal hash functions discussed in Chapter ??.

If \( (x, y) \) is a random vector and one normalizes it to a unit vector \( \left(\frac{x}{\sqrt{x^2+y^2}}, \frac{y}{\sqrt{x^2+y^2}}\right) \) the coordinates are no longer independent since knowing the value of one coordinate uniquely determines the value of the other.

12.4.2 Linearity of Expectation

An important concept is that of the expectation of a random variable. The expected value, \( E(x) \), of a random variable \( x \) is \( E(x) = \sum x p(x) \) in the discrete case and \( E(x) = \int x f(x) dx \) in the continuous case. The linearity of expectation is a fundamental property:

\[
E(aX + bY) = aE(X) + bE(Y),
\]

where \( a \) and \( b \) are constants.

For a discrete random variable \( X \) with probability mass function \( p(x) \), the expected value is given by

\[
E(X) = \sum x p(x).
\]

For a continuous random variable \( X \) with probability density function \( f(x) \), the expected value is given by

\[
E(X) = \int x f(x) dx.
\]
$\int_{-\infty}^{\infty} xp(x)dx$ in the continuous case. The expectation of a sum of random variables is equal to the sum of their expectations. The linearity of expectation follows directly from the definition and does not require independence.

12.4.3 Union Bound

Let $A_1, A_2, \ldots, A_n$ be events. The actual probability of the union of events is given by Boole’s formula.

$$\text{Prob}(A_1 \cup A_2 \cup \cdots \cup A_n) = \sum_{i=1}^{n} \text{Prob}(A_i) - \sum_{ij} \text{Prob}(A_i \cap A_j) + \sum_{ijk} \text{Prob}(A_i \cap A_j \cap A_k) - \cdots$$

Often we only need an upper bound on the probability of the union and use

$$\text{Prob}(A_1 \cup A_2 \cup \cdots \cup A_n) \leq \sum_{i=1}^{n} \text{Prob}(A_i)$$

This upper bound is called the union bound.

12.4.4 Indicator Variables

A useful tool is that of an indicator variable that takes on value 0 or 1 to indicate whether some quantity is present or not. The indicator variable is useful in determining the expected size of a subset. Given a random subset of the integers $\{1, 2, \ldots, n\}$, the expected size of the subset is the expected value of $x_1 + x_2 + \cdots + x_n$ where $x_i$ is the indicator variable that takes on value 1 if $i$ is in the subset.

**Example:** Consider a random permutation of $n$ integers. Define the indicator function $x_i = 1$ if the $i^{th}$ integer in the permutation is $i$. The expected number of fixed points is given by

$$E \left( \sum_{i=1}^{n} x_i \right) = \sum_{i=1}^{n} E(x_i) = n \cdot \frac{1}{n} = 1.$$

Note that the $x_i$ are not independent. But, linearity of expectation still applies.

**Example:** Consider the expected number of vertices of degree $d$ in a random graph $G(n, p)$. The number of vertices of degree $d$ is the sum of $n$ indicator random variables, one for each vertex, with value one if the vertex has degree $d$. The expectation is the sum of the expectations of the $n$ indicator random variables and this is just $n$ times the expectation of one of them. Thus, the expected number of degree $d$ vertices is $n \binom{n}{d} p^d (1 - p)^{n-d}$.  

12.4.5 Variance

In addition to the expected value of a random variable, another important parameter is the variance. The *variance* of a random variable \( x \), denoted \( \text{var}(x) \) or often \( \sigma^2(x) \) is \( E[(x - E(x))^2] \) and measures how close to the expected value the random variable is likely to be. The *standard deviation* \( \sigma \) is the square root of the variance. The units of \( \sigma \) are the same as those of \( x \).

By linearity of expectation

\[
\sigma^2 = E[(x - E(x))^2] = E(x^2) - 2E(x)E(x) + E^2(x) = E(x^2) - E^2(x).
\]

12.4.6 Variance of the Sum of Independent Random Variables

In general, the variance of the sum is not equal to the sum of the variances. However, if \( x \) and \( y \) are independent, then \( E(xy) = E(x)E(y) \) and

\[
\text{var}(x + y) = \text{var}(x) + \text{var}(y).
\]

To see this

\[
\text{var}(x + y) = E((x + y)^2) - E^2(x + y)
= E(x^2) + 2E(xy) + E(y^2) - E^2(x) - 2E(x)E(y) - E^2(y).
\]

From independence, \( 2E(xy) - 2E(x)E(y) = 0 \) and

\[
\text{var}(x + y) = E(x^2) - E^2(x) + E(y^2) - E^2(y)
= \text{var}(x) + \text{var}(y).
\]

More generally, if \( x_1, x_2, \ldots, x_n \) are pairwise independent random variables, then

\[
\text{var}(x_1 + x_2 + \cdots + x_n) = \text{var}(x_1) + \text{var}(x_2) + \cdots + \text{var}(x_n).
\]

For the variance of the sum to be the sum of the variances only requires pairwise independence not full independence.

12.4.7 Median

One often calculates the average value of a random variable to get a feeling for the magnitude of the variable. This is reasonable when the probability distribution of the variable is Gaussian, or has a small variance. However, if there are outliers, then the average may be distorted by outliers. An alternative to calculating the expected value is to calculate the median, the value for which half of the probability is above and half is below.
12.4.8 The Central Limit Theorem

Let \( s = x_1 + x_2 + \cdots + x_n \) be a sum of \( n \) independent random variables where each \( x_i \) has probability distribution
\[
x_i = \begin{cases} 
0 & 1 \\
1 & \frac{1}{2} 
\end{cases}.
\]
The expected value of each \( x_i \) is \( \frac{1}{2} \) with variance
\[
\sigma_i^2 = \left( \frac{1}{2} - 0 \right)^2 \cdot \frac{1}{2} + \left( \frac{1}{2} - 1 \right)^2 \cdot \frac{1}{2} = \frac{1}{4}.
\]
The expected value of \( s \) is \( \frac{n}{2} \) and since the variables are independent, the variance of the sum is the sum of the variances and hence is \( \frac{n}{4} \). How concentrated \( s \) is around its mean depends on the standard deviation of \( s \) which is \( \sqrt{\frac{n}{2}} \). For \( n \) equal 100 the expected value of \( s \) is 50 with a standard deviation of 5 which is 10% of the mean. For \( n = 10,000 \) the expected value of \( s \) is 5,000 with a standard deviation of 50 which is 1% of the mean. Note that as \( n \) increases, the standard deviation increases, but the ratio of the standard deviation to the mean goes to zero. More generally, if \( x_i \) are independent and identically distributed, each with standard deviation \( \sigma \), then the standard deviation of \( x_1 + x_2 + \cdots + x_n \) is \( \sqrt{n} \sigma \). So, \( \frac{x_1 + x_2 + \cdots + x_n}{\sqrt{n}} \) has standard deviation \( \sigma \). The central limit theorem makes a stronger assertion that in fact \( \frac{x_1 + x_2 + \cdots + x_n}{\sqrt{n}} \) has Gaussian distribution with standard deviation \( \sigma \).

**Theorem 12.2** Suppose \( x_1, x_2, \ldots, x_n \) is a sequence of identically distributed independent random variables, each with mean \( \mu \) and variance \( \sigma^2 \). The distribution of the random variable
\[
\frac{1}{\sqrt{n}} \left( x_1 + x_2 + \cdots + x_n - n \mu \right)
\]
converges to the distribution of the Gaussian with mean 0 and variance \( \sigma^2 \).

12.4.9 Probability Distributions

The Gaussian or normal distribution

The normal distribution is
\[
\frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{1}{2} \left( \frac{x-m}{\sigma} \right)^2}
\]
where \( m \) is the mean and \( \sigma^2 \) is the variance. The coefficient \( \frac{1}{\sqrt{2\pi} \sigma} \) makes the integral of the distribution be one. If we measure distance in units of the standard deviation \( \sigma \) from the mean, then
\[
\phi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} x^2}
\]
Standard tables give values of the integral
\[ \int_0^t \phi(x) \, dx \]
and from these values one can compute probability integrals for a normal distribution with mean \( m \) and variance \( \sigma^2 \).

**General Gaussians**

So far we have seen spherical Gaussian densities in \( \mathbb{R}^d \). The word spherical indicates that the level curves of the density are spheres. If a random vector \( y \) in \( \mathbb{R}^d \) has a spherical Gaussian density with zero mean, then \( y_i \) and \( y_j, i \neq j \), are independent. However, in many situations the variables are correlated. To model these Gaussians, level curves that are ellipsoids rather than spheres are used.

For a random vector \( x \), the covariance of \( x_i \) and \( x_j \) is \( E((x_i - \mu_i)(x_j - \mu_j)) \). We list the covariances in a matrix called the covariance matrix, denoted \( \Sigma \). Since \( x \) and \( \mu \) are column vectors, \( (x - \mu)(x - \mu)^T \) is a \( d \times d \) matrix. Expectation of a matrix or vector means componentwise expectation.

The general Gaussian density with mean \( \mu \) and positive definite covariance matrix \( \Sigma \) is

\[
    f(x) = \frac{1}{\sqrt{(2\pi)^d \det(\Sigma)}} \exp \left( -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right).
\]

To compute the covariance matrix of the Gaussian, substitute \( y = \Sigma^{-1/2}(x - \mu) \). Noting that a positive definite symmetric matrix has a square root:

\[
    E((x - \mu)(x - \mu)^T) = E(\Sigma^{1/2}yy^T\Sigma^{1/2}) = \Sigma^{1/2} E(yy^T) \Sigma^{1/2} = \Sigma.
\]

The density of \( y \) is the unit variance, zero mean Gaussian, thus \( E(yy^T) = I \).

**Bernoulli trials and the binomial distribution**

A Bernoulli trial has two possible outcomes, called success or failure, with probabilities \( p \) and \( 1 - p \), respectively. If there are \( n \) independent Bernoulli trials, the probability of exactly \( k \) successes is given by the binomial distribution

\[
    B(n, p) = \binom{n}{k} p^k (1 - p)^{n-k}
\]

\(^1\Sigma\) is the standard notation for the covariance matrix. We will use it sparingly so as not to confuse with the summation sign.
The mean and variance of the binomial distribution $B(n,p)$ are $np$ and $np(1-p)$, respectively. The mean of the binomial distribution is $np$, by linearity of expectations. The variance is $np(1-p)$ since the variance of a sum of independent random variables is the sum of their variances.

Let $x_1$ be the number of successes in $n_1$ trials and let $x_2$ be the number of successes in $n_2$ trials. The probability distribution of the sum of the successes, $x_1 + x_2$, is the same as the distribution of $x_1 + x_2$ successes in $n_1 + n_2$ trials. Thus, $B(n_1,p) + B(n_2,p) = B(n_1 + n_2,p)$.

When $p$ is a constant, the expected degree of vertices in $G(n,p)$ increases with $n$. For example, in $G(n,\frac{1}{2})$, the expected degree of a vertex is $n/2$. In many real applications, we will be concerned with $G(n,p)$ where $p = d/n$, for $d$ a constant; i.e., graphs whose expected degree is a constant $d$ independent of $n$. Holding $d = np$ constant as $n$ goes to infinity, the binomial distribution

$$\text{Prob}(k) = \binom{n}{k} p^k (1-p)^{n-k},$$

approaches the Poisson distribution

$$\text{Prob}(k) \approx \frac{(np)^k}{k!} e^{-np} = \frac{d^k}{k!} e^{-d}.$$  

To see this, assume $k = o(n)$ and use the approximations $n - k \approx n$, $\binom{n}{k} \approx \frac{n^k}{k!}$, and $(1 - \frac{1}{n})^{n-k} \approx e^{-1}$ to approximate the binomial distribution by

$$\lim_{n \to \infty} \binom{n}{k} p^k (1-p)^{n-k} = \frac{n^k}{k!} \left(\frac{d}{n}\right)^k \left(1 - \frac{d}{n}\right)^n = \frac{d^k}{k!} e^{-d}.$$  

Note that for $p = \frac{d}{n}$, where $d$ is a constant independent of $n$, the probability of the binomial distribution falls off rapidly for $k > d$, and is essentially zero for all but some finite number of values of $k$. This justifies the $k = o(n)$ assumption. Thus, the Poisson distribution is a good approximation.

Poisson distribution

The Poisson distribution describes the probability of $k$ events happening in a unit of time when the average rate per unit of time is $\lambda$. Divide the unit of time into $n$ segments. When $n$ is large enough, each segment is sufficiently small so that the probability of two events happening in the same segment is negligible. The Poisson distribution gives the probability of $k$ events happening in a unit of time and can be derived from the binomial distribution by taking the limit as $n \to \infty$. 

end of material to move
Let \( p = \frac{\lambda}{n} \). Then

\[
\text{Prob}(k \text{ successes in a unit of time}) = \lim_{n \to \infty} \binom{n}{k} \left( \frac{\lambda}{n} \right)^k \left( 1 - \frac{\lambda}{n} \right)^{n-k}
\]

\[
= \lim_{n \to \infty} \frac{n(n-1) \cdots (n-k+1)}{k!} \left( \frac{\lambda}{n} \right)^k \left( 1 - \frac{\lambda}{n} \right)^{n} \left( 1 - \frac{\lambda}{n} \right)^{-k}
\]

\[
= \lim_{n \to \infty} \frac{\lambda^k}{k!} e^{-\lambda}
\]

In the limit as \( n \) goes to infinity the binomial distribution \( p(k) = \binom{n}{k} p^k (1-p)^{n-k} \) becomes the Poisson distribution \( p(k) = e^{-\lambda} \frac{\lambda^k}{k!} \). The mean and the variance of the Poisson distribution have value \( \lambda \). If \( x \) and \( y \) are both Poisson random variables from distributions with means \( \lambda_1 \) and \( \lambda_2 \) respectively, then \( x + y \) is Poisson with mean \( m_1 + m_2 \). For large \( n \) and small \( p \) the binomial distribution can be approximated with the Poisson distribution.

The binomial distribution with mean \( np \) and variance \( np(1-p) \) can be approximated by the normal distribution with mean \( np \) and variance \( np(1-p) \). The central limit theorem tells us that there is such an approximation in the limit. The approximation is good if both \( np \) and \( n(1-p) \) are greater than 10 provided \( k \) is not extreme. Thus,

\[
\binom{n}{k} \left( \frac{1}{2} \right)^k \left( \frac{1}{2} \right)^{n-k} \approx \frac{1}{\sqrt{\pi n/2}} e^{-\frac{(n/2-k)^2}{2n}}
\]

This approximation is excellent provided \( k \) is \( \Theta(n) \). The Poisson approximation

\[
\binom{n}{k} p^k (1-p)^k \approx e^{-np} \frac{(np)^k}{k!}
\]

is off for central values and tail values even for \( p = 1/2 \). The approximation

\[
\binom{n}{k} p^k (1-p)^{n-k} \approx \frac{1}{\sqrt{\pi pn}} e^{-\frac{(pn-k)^2}{pn}}
\]

is good for \( p = 1/2 \) but is off for other values of \( p \).

**Generation of random numbers according to a given probability distribution**

Suppose one wanted to generate a random variable with probability density \( p(x) \) where \( p(x) \) is continuous. Let \( P(x) \) be the cumulative distribution function for \( x \) and let \( u \) be a random variable with uniform probability density over the interval \([0,1]\). Then the random variable \( x = P^{-1}(u) \) has probability density \( p(x) \).
Example: For a Cauchy density function the cumulative distribution function is
\[ P(x) = \frac{1}{\pi} \int_{t=-\infty}^{x} \frac{1}{1+t^2} \, dt = \frac{1}{2} + \frac{1}{\pi} \tan^{-1}(x). \]
Setting \( u = P(x) \) and solving for \( x \) yields \( x = \tan\left(\pi \left(u - \frac{1}{2}\right)\right) \). Thus, to generate a random number \( x \geq 0 \) using the Cauchy distribution, generate \( u, 0 \leq u \leq 1 \), uniformly and calculate \( x = \tan\left(\pi \left(u - \frac{1}{2}\right)\right) \). The value of \( x \) varies from \(-\infty\) to \( \infty \) with \( x = 0 \) for \( u = 1/2 \).

12.4.10 Bayes Rule and Estimators

Bayes rule

Bayes rule relates the conditional probability of \( A \) given \( B \) to the conditional probability of \( B \) given \( A \).
\[ \text{Prob}(A|B) = \frac{\text{Prob}(B|A) \text{Prob}(A)}{\text{Prob}(B)} \]
Suppose one knows the probability of \( A \) and wants to know how this probability changes if we know that \( B \) has occurred. \( \text{Prob}(A) \) is called the prior probability. The conditional probability \( \text{Prob}(A|B) \) is called the posterior probability because it is the probability of \( A \) after we know that \( B \) has occurred.

The example below illustrates that if a situation is rare, a highly accurate test will often give the wrong answer.

Example: Let \( A \) be the event that a product is defective and let \( B \) be the event that a test says a product is defective. Let \( \text{Prob}(B|A) \) be the probability that the test says a product is defective assuming the product is defective and let \( \text{Prob}(B|\bar{A}) \) be the probability that the test says a product is defective if it is not actually defective.

What is the probability \( \text{Prob}(A|B) \) that the product is defective if the test say it is defective? Suppose \( \text{Prob}(A) = 0.001 \), \( \text{Prob}(B|A) = 0.99 \), and \( \text{Prob}(B|\bar{A}) = 0.02 \). Then
\[ \text{Prob}(B) = \text{Prob}(B|A) \text{Prob}(A) + \text{Prob}(B|\bar{A}) \text{Prob}(\bar{A}) \]
\[ = 0.99 \times 0.001 + 0.02 \times 0.999 \]
\[ = 0.02087 \]
and
\[ \text{Prob}(A|B) = \frac{\text{Prob}(B|A) \text{Prob}(A)}{\text{Prob}(B)} \approx \frac{0.99 \times 0.001}{0.0210} = 0.0471 \]
Even though the test fails to detect a defective product only 1% of the time when it is defective and claims that it is defective when it is not only 2% of the time, the test is correct only 4.7% of the time when it says a product is defective. This comes about because of the low frequencies of defective products.
The words prior, a posteriori, and likelihood come from Bayes theorem.

\[
a \text{ posteriori} = \text{ likelihood} \times \frac{\text{ prior}}{\text{normalizing constant}}
\]

\[
\text{Prob} (A|B) = \frac{\text{Prob} (B|A) \text{Prob} (A)}{\text{Prob} (B)}
\]

The a posteriori probability is the conditional probability of \(A\) given \(B\). The likelihood is the conditional probability \(\text{Prob}(B|A)\).

**Unbiased Estimators**

Consider \(n\) samples \(x_1, x_2, \ldots, x_n\) from a Gaussian distribution of mean \(\mu\) and variance \(\sigma^2\). For this distribution, \(m = \frac{x_1 + x_2 + \cdots + x_n}{n}\) is an unbiased estimator of \(\mu\), which means that \(E(m) = \mu\) and \(\frac{1}{n} \sum_{i=1}^{n} (x_i - \mu)^2\) is an unbiased estimator of \(\sigma^2\). However, if \(\mu\) is not known and is approximated by \(m\), then \(\frac{1}{n-1} \sum_{i=1}^{n} (x_i - m)^2\) is an unbiased estimator of \(\sigma^2\).

**Maximum Likelihood Estimation MLE**

Suppose the probability distribution of a random variable \(x\) depends on a parameter \(r\). With slight abuse of notation, since \(r\) is a parameter rather than a random variable, we denote the probability distribution of \(x\) as \(p(x|r)\). This is the likelihood of observing \(x\) if \(r\) was in fact the parameter value. The job of the maximum likelihood estimator, MLE, is to find the best \(r\) after observing values of the random variable \(x\). The likelihood of \(r\) being the parameter value given that we have observed \(x\) is denoted \(L(r|x)\). This is again not a probability since \(r\) is a parameter, not a random variable. However, if we were to apply Bayes’ rule as if this was a conditional probability, we get

\[
L(r|x) = \frac{\text{Prob}(x|r)\text{Prob}(r)}{\text{Prob}(x)}.
\]

Now, assume \(\text{Prob}(r)\) is the same for all \(r\). The denominator \(\text{Prob}(x)\) is the absolute probability of observing \(x\) and is independent of \(r\). So to maximize \(L(r|x)\), we just maximize \(\text{Prob}(x|r)\). In some situations, one has a prior guess as to the distribution \(\text{Prob}(r)\). This is then called the “prior” and in that case, we call \(\text{Prob}(x|r)\) the posterior which we try to maximize.

**Example:** Consider flipping a coin 100 times. Suppose 62 heads and 38 tails occur. What is the most likely value of the probability of the coin to come down heads when the coin is flipped? In this case, it is \(r = 0.62\). The probability that we get 62 heads if the unknown probability of heads in one trial is \(r\) is

\[
\text{Prob} (62 \text{ heads}|r) = \binom{100}{62} r^{62}(1 - r)^{38}.
\]
This quantity is maximized when $r = 0.62$. To see this take the logarithm, which as a function of $r$ is $\ln \left( \frac{100}{62} \right) + 62 \ln r + 38 \ln(1-r)$. The derivative with respect to $r$ is zero at $r = 0.62$ and the second derivative is negative indicating a maximum. Thus, $r = 0.62$ is the maximum likelihood estimator of the probability of heads in a trial.

12.4.11 Tail Bounds and Chernoff inequalities

Markov’s inequality bounds the probability that a nonnegative random variable exceeds a value $a$.

$$p(x \geq a) \leq \frac{E(x)}{a}.$$ or

$$p \left( x \geq aE(x) \right) \leq \frac{1}{a}$$

If one also knows the variance, $\sigma^2$, then using Chebyshev’s inequality one can bound the probability that a random variable differs from its expected value by more than $a$ standard deviations.

$$p(|x - m| \geq a\sigma) \leq \frac{1}{a^2}$$

If a random variable $s$ is the sum of $n$ independent random variables $x_1, x_2, \ldots, x_n$ of finite variance, then better bounds are possible. For any $\delta > 0$,

$$\text{Prob}(s > (1 + \delta)m) < \left[ \frac{e^\delta}{(1 + \delta)(1+\delta)} \right]^m$$

and for $0 < \gamma \leq 1$,

$$\text{Prob} \left( s < (1 - \gamma)m \right) < \left[ \frac{e^{-\gamma}}{(1 + \gamma)(1+\gamma)} \right]^m < e^{-\frac{\gamma^2m}{2}}$$

Chernoff inequalities

Chebyshev’s inequality bounds the probability that a random variable will deviate from its mean by more than a given amount. Chebyshev’s inequality holds for any probability distribution. For some distributions we can get much tighter bounds. For example, the probability that a Gaussian random variable deviates from its mean falls off exponentially with the distance from the mean. Here we shall be concerned with the situation where we have a random variable that is the sum of $n$ independent random variables. This is another situation in which we can derive a tighter bound than that given by the Chebyshev inequality. We consider the case where the $n$ independent variables are binomial but similar results can be shown for independent random variables from any distribution that has a finite variance.

Let $x_1, x_2, \ldots, x_n$ be independent random variables where

$$x_i = \begin{cases} 
0 & \text{Prob } 1-p \\
1 & \text{Prob } p 
\end{cases}$$
Consider the sum $s = \sum_{i=1}^{n} x_i$. Here the expected value of each $x_i$ is $p$ and by linearity of expectation, the expected value of the sum is $m = np$. Theorem ?? bounds the probability that the sum $s$ exceeds $(1 + \delta) m$.

**Theorem 12.3** For any $\delta > 0$, $\text{Prob} \left( s > (1 + \delta) m \right) < \left( \frac{e^\delta}{(1+\delta)^{(1+\delta)}} \right)^m$

**Proof:** For any $\lambda > 0$, the function $e^{\lambda x}$ is monotone. Thus,

$$\text{Prob} \left( s > (1 + \delta) m \right) = \text{Prob} \left( e^{\lambda s} > e^{\lambda (1+\delta) m} \right).$$

$e^{\lambda x}$ is nonnegative for all $x$, so we can apply Markov’s inequality to get

$$\text{Prob} \left( e^{\lambda s} > e^{\lambda (1+\delta) m} \right) \leq e^{-\lambda (1+\delta) m} E \left( e^{\lambda s} \right).$$

Since the $x_i$ are independent,

$$E \left( e^{\lambda s} \right) = E \left( e^{\lambda \sum_{i=1}^{n} x_i} \right) = E \left( \prod_{i=1}^{n} e^{\lambda x_i} \right) = \prod_{i=1}^{n} E \left( e^{\lambda x_i} \right) = \prod_{i=1}^{n} (e^{\lambda p} + 1 - p) = \prod_{i=1}^{n} (p(e^\lambda - 1) + 1).$$

Using the inequality $1 + x < e^x$ with $x = p(e^\lambda - 1)$ yields

$$E \left( e^{\lambda s} \right) \leq \prod_{i=1}^{n} e^{p(e^\lambda - 1)}. $$

Thus, for all $\lambda > 0$

$$\text{Prob} \left( s > (1 + \delta) m \right) \leq \text{Prob} \left( e^{\lambda s} > e^{\lambda (1+\delta) m} \right) \leq e^{-\lambda (1+\delta) m} E \left( e^{\lambda s} \right) \leq e^{-\lambda (1+\delta) m} \prod_{i=1}^{n} e^{p(e^\lambda - 1)}. $$

Setting $\lambda = \ln(1 + \delta)$

$$\text{Prob} \left( s > (1 + \delta) m \right) \leq \left( e^{-\ln(1+\delta)} \right)^{(1+\delta) m} \prod_{i=1}^{n} e^{p(e^{\ln(1+\delta)} - 1)} = \left( \frac{1}{1+\delta} \right)^{(1+\delta) m} \prod_{i=1}^{n} e^{pe^{\ln(1+\delta)} - 1} \leq \left( \frac{1}{1+\delta} \right)^{(1+\delta) m} e^{np}\delta \leq \left( \frac{e^\delta}{(1+\delta)^{(1+\delta)}} \right)^m.$$

$\blacksquare$
To simplify the bound of Theorem 12.3, observe that

$$(1 + \delta) \ln (1 + \delta) = \delta + \frac{\delta^2}{2} - \frac{\delta^3}{6} + \frac{\delta^4}{12} - \cdots.$$ 

Therefore

$$(1 + \delta)^{(1+\delta)} = e^{\delta + \frac{\delta^2}{2} - \frac{\delta^3}{6} + \frac{\delta^4}{12} - \cdots}$$

and hence

$$\frac{e^\delta}{(1+\delta)^{(1+\delta)}} = e^{-\frac{\delta^2}{2} + \frac{\delta^3}{3} - \cdots}.$$ 

Thus, the bound simplifies to

$$\text{Prob}(s < (1 + \delta)m) \leq e^{-\frac{\delta^2}{2}m + \frac{\delta^3}{3}m - \cdots}.$$ 

For small $\delta$ the probability drops exponentially with $\delta^2$.

When $\delta$ is large another simplification is possible. First

$$\text{Prob}(s > (1 + \delta)m) \leq \left(\frac{e^\delta}{(1+\delta)^{(1+\delta)}}\right)^m \leq \left(\frac{e}{1+\delta}\right)^{(1+\delta)m}.$$ 

If $\delta > 2e - 1$, substituting $2e - 1$ for $\delta$ in the denominator yields

$$\text{Prob}(s > (1 + \delta)m) \leq 2^{-(1+\delta)m}.$$ 

Theorem 12.3 gives a bound on the probability of the sum being greater than the mean. We now bound the probability that the sum will be less than its mean.

**Theorem 12.4** Let $0 < \gamma \leq 1$, then $\text{Prob}(s < (1 - \gamma)m) < \left(\frac{e^{-\gamma}}{(1+\gamma)^{(1+\gamma)}}\right)^m < e^{-\frac{\gamma^2m}{2}}$.

**Proof:** For any $\lambda > 0$

$$\text{Prob}(s < (1 - \gamma)m) = \text{Prob}(-s > -(1 - \gamma)m) = \text{Prob}(e^{-\lambda s} > e^{-\lambda(1-\gamma)m}).$$

Applying Markov’s inequality

$$\text{Prob}(s < (1 - \gamma)m) < \frac{E(e^{-\lambda x})}{e^{-\lambda(1-\gamma)m}} < \frac{\prod_{i=1}^{n} E(e^{-\lambda x_i})}{e^{-\lambda(1-\gamma)m}}.$$ 

Now

$$E(e^{-\lambda x_i}) = pe^{-\lambda} + 1 - p = 1 + p(e^{-\lambda} - 1) + 1.$$
Thus,
\[
\text{Prob}(s < (1 - \gamma)m) < \frac{\prod_{i=1}^{n} [1 + p(e^{-\lambda} - 1)]}{e^{-\lambda(1-\gamma)m}}.
\]

Since \(1 + x < e^x\)
\[
\text{Prob}(s < (1 - \gamma)m) < \frac{e^{np(e^{-\lambda} - 1)}}{e^{-\lambda(1-\gamma)m}}.
\]

Setting \(\lambda = \ln \frac{1}{1-\gamma}\)
\[
\text{Prob}(s < (1 - \gamma)m) < \frac{e^{np(1-\gamma-1)}}{(1 - \gamma)(1-\gamma)m}
\]
\[
< \left(\frac{-e^{-\gamma}}{(1 - \gamma)(1-\gamma)}\right)^m.
\]

But for \(0 < \gamma \leq 1\), \((1 - \gamma)(1-\gamma) > e^{-\gamma+\frac{\gamma^2}{2}}\). To see this note that
\[
(1 - \gamma) \ln (1 - \gamma) = (1 - \gamma) \left(-\gamma - \frac{\gamma^2}{2} - \frac{\gamma^3}{3} - \cdots\right)
\]
\[
= -\gamma - \frac{\gamma^2}{2} - \frac{\gamma^3}{3} - \cdots + \gamma^2 + \frac{\gamma^3}{2} + \frac{\gamma^4}{3} + \cdots
\]
\[
= -\gamma + \left(\frac{\gamma^2 - \gamma^2}{2}\right) + \left(\frac{\gamma^3 - \gamma^3}{2}\right) + \cdots
\]
\[
= -\gamma + \frac{\gamma^2}{2} + \frac{\gamma^3}{6} + \cdots
\]
\[
\geq -\gamma + \frac{\gamma^2}{2}.
\]

It then follows that
\[
\text{Prob}(s < (1 - \gamma)m) < \left(\frac{-e^{-\gamma}}{(1 - \gamma)(1-\gamma)}\right)^m < e^{-\frac{m\gamma^2}{2}}.
\]

\[\blacksquare\]

### 12.5 Eigenvalues and Eigenvectors

#### 12.5.1 Eigenvalues and Eigenvectors

Let \(A\) be an \(n \times n\) real matrix. The scalar \(\lambda\) is called an eigenvalue of \(A\) if there exists a nonzero vector \(x\) satisfying the equation \(Ax = \lambda x\). The vector \(x\) is called the eigenvector of \(A\) associated with \(\lambda\). The set of all eigenvectors associated with a given eigenvalue form a subspace as seen from the fact that if \(Ax = \lambda x\) and \(Ay = \lambda y\), then for any scalers \(c\) and \(d\), \(A(cx + dy) = \lambda(cx + dy)\). The equation \(Ax = \lambda x\) has a nontrivial solution only if
det(A - \lambda I) = 0. The equation det(A - \lambda I) = 0 is called the characteristic equation and has \( n \) not necessarily distinct roots.

Matrices \( A \) and \( B \) are similar if there is an invertible matrix \( P \) such that \( A = P^{-1}BP \).

**Theorem 12.5** If \( A \) and \( B \) are similar, then they have the same eigenvalues.

**Proof:** Let \( A \) and \( B \) be similar matrices. Then there exists an invertible matrix \( P \) such that \( A = P^{-1}BP \). For an eigenvector \( x \) of \( A \) with eigenvalue \( \lambda \), \( Ax = \lambda x \), which implies \( P^{-1}BPx = \lambda x \) or \( B(Px) = \lambda (Px) \). So, \( Px \) is an eigenvector of \( B \) with the same eigenvalue \( \lambda \). Since the reverse also holds, the theorem follows.

Even though two similar matrices, \( A \) and \( B \), have the same eigenvalues, their eigenvectors are in general different.

The matrix \( A \) is diagonalizable if \( A \) is similar to a diagonal matrix.

**Theorem 12.6** \( A \) is diagonalizable if and only if \( A \) has \( n \) linearly independent eigenvectors.

**Proof:**

(only if) Assume \( A \) is diagonalizable. Then there exists an invertible matrix \( P \) and a diagonal matrix \( D \) such that \( D = P^{-1}AP \). Thus, \( PD = AP \). Let the diagonal elements of \( D \) be \( \lambda_1, \lambda_2, \ldots, \lambda_n \) and let \( p_1, p_2, \ldots, p_n \) be the columns of \( P \). Then \( AP = [Ap_1, Ap_2, \ldots, Ap_n] \) and \( PD = [\lambda_1 p_1, \lambda_2 p_2, \ldots, \lambda_n p_n] \). Hence \( Ap_i = \lambda_i p_i \). That is, the \( \lambda_i \) are the eigenvalues of \( A \) and the \( p_i \) are the corresponding eigenvectors. Since \( P \) is invertible, the \( p_i \) are linearly independent.

(if) Assume that \( A \) has \( n \) linearly independent eigenvectors \( p_1, p_2, \ldots, p_n \) with corresponding eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_n \). Then \( Ap_i = \lambda_i p_i \) and reversing the above steps

\[
AP = [Ap_1, Ap_2, \ldots, Ap_n] = [\lambda_1 p_1, \lambda_2 p_2, \ldots, \lambda_n p_n] = PD.
\]

Thus, \( AP = DP \). Since the \( p_i \) are linearly independent, \( P \) is invertible and hence \( A = P^{-1}DP \). Thus, \( A \) is diagonalizable.

It follows from the proof of the theorem that if \( A \) is diagonalizable and has eigenvalue \( \lambda \) with multiplicity \( k \), then there are \( k \) linearly independent eigenvectors associated with \( \lambda \).

A matrix \( P \) is orthogonal if it is invertible and \( P^{-1} = P^T \). A matrix \( A \) is orthogonally diagonalizable if there exists an orthogonal matrix \( P \) such that \( P^{-1}AP = D \) is diagonal. If \( A \) is orthogonally diagonalizable, then \( A = PDP^T \) and \( AP = PD \). Thus, the columns of \( P \) are the eigenvectors of \( A \) and the diagonal elements of \( D \) are the corresponding
If $P$ is an orthogonal matrix, then $P^T A P$ and $A$ are both representations of the same linear transformation with respect to different bases. To see this, note that if $e_1, e_2, \ldots, e_n$ is the standard basis, then $a_{ij}$ is the component of $A e_j$ along the direction $e_i$, namely, $a_{ij} = e_i^T A e_j$. Thus, $A$ defines a linear transformation by specifying the image under the transformation of each basis vector. Denote by $p_j$ the $j^{th}$ column of $P$. It is easy to see that $(P^T A P)_{ij}$ is the component of $A p_j$ along the direction $p_i$, namely, $(P^T A P)_{ij} = p_i^T A p_j$. Since $P$ is orthogonal, the $p_j$ form a basis of the space and so $P^T A P$ represents the same linear transformation as $A$, but in the basis $p_1, p_2, \ldots, p_n$.

Another remark is in order. Check that

$$A = P D P^T = \sum_{i=1}^{n} d_i p_i p_i^T.$$

Compare this with the singular value decomposition where

$$A = \sum_{i=1}^{n} \sigma_i u_i v_i^T,$$

the only difference being that $u_i$ and $v_i$ can be different and indeed if $A$ is not square, they will certainly be.

**12.5.2 Symmetric Matrices**

For an arbitrary matrix, some of the eigenvalues may be complex. However, for a symmetric matrix with real entries, all eigenvalues are real. The number of eigenvalues of a symmetric matrix, counting multiplicities, equals the dimension of the matrix. The set of eigenvectors associated with a given eigenvalue form a vector space. For a non-symmetric matrix, the dimension of this space may be less than the multiplicity of the eigenvalue. Thus, a non-symmetric matrix may not be diagonalizable. However, for a symmetric matrix the eigenvectors associated with a given eigenvalue form a vector space of dimension equal to the multiplicity of the eigenvalue. Thus, all symmetric matrices are diagonalizable. The above facts for symmetric matrices are summarized in the following theorem.

**Theorem 12.7 (Real Spectral Theorem)** Let $A$ be a real symmetric matrix. Then

1. The eigenvalues, $\lambda_1, \lambda_2, \ldots, \lambda_n$, are real, as are the components of the corresponding eigenvectors, $v_1, v_2, \ldots, v_n$.

2. (Spectral Decomposition) $A$ is orthogonally diagonalizable and indeed

$$A = V D V^T = \sum_{i=1}^{n} \lambda_i v_i v_i^T,$$
where $V$ is the matrix with columns $v_1, v_2, \ldots, v_n$, $|v_i| = 1$ and $D$ is a diagonal matrix with entries $\lambda_1, \lambda_2, \ldots, \lambda_n$.

**Proof:** $Av_i = \lambda_i v_i$ and $v_i^c A v_i = \lambda_i v_i^c v_i$. Here the $c$ superscript means conjugate transpose. Then

$$\lambda_i = v_i^c A v_i = (v_i^c A v_i)^c = (v_i^c A^c v_i)^c = (v_i^c A v_i)^c = \lambda_i^c$$

and hence $\lambda_i$ is real.

Since $\lambda_i$ is real, a nontrivial solution to $(A - \lambda_i I) x = 0$ has real components.

Let $P$ be a real symmetric matrix such that $Pv_1 = e_1$ where $e_1 = (1, 0, 0, \ldots, 0)^T$ and $P^{-1} = P^T$. We will construct such a $P$ shortly. Since $Av_1 = \lambda_1 v_1$,

$$PAP^T e_1 = PA v_1 = \lambda P v_1 = \lambda_1 e_1.$$ 

The condition $PAP^T e_1 = \lambda_1 e_1$ plus symmetry implies that $PAP^T = \begin{pmatrix} \lambda_1 & 0 \\ 0 & A' \end{pmatrix}$ where $A'$ is $n - 1$ by $n - 1$ and symmetric. By induction, $A'$ is orthogonally diagonalizable. Let $Q$ be the orthogonal matrix with $QA'Q^T = D'$, a diagonal matrix. $Q$ is $(n - 1) \times (n - 1)$. Augment $Q$ to an $n \times n$ matrix by putting 1 in the $(1, 1)$ position and 0 elsewhere in the first row and column. Call the resulting matrix $R$. $R$ is orthogonal too.

$$R \begin{pmatrix} \lambda_1 & 0 \\ 0 & A' \end{pmatrix} R^T = \begin{pmatrix} \lambda_1 & 0 \\ 0 & D' \end{pmatrix} \implies RPAP^T R^T = \begin{pmatrix} \lambda_1 & 0 \\ 0 & D' \end{pmatrix}.$$ 

Since the product of two orthogonal matrices is orthogonal, this finishes the proof of (2) except it remains to construct $P$. For this, take an orthonormal basis of space containing $v_1$. Suppose the basis is $\{v_1, w_2, w_3, \ldots\}$ and $V$ is the matrix with these basis vectors as its columns. Then $P = V^T$ will do.

**Theorem 12.8 (The fundamental theorem of symmetric matrices)** A real matrix $A$ is orthogonally diagonalizable if and only if $A$ is symmetric.

**Proof:** (if) Assume $A$ is orthogonally diagonalizable. Then there exists $P$ such that $D = P^{-1} A P$. Since $P^{-1} = P^T$, we get

$$A = PDP^{-1} = PDP^T$$

which implies

$$A^T = (PDP^T)^T = PDP^T = A$$

and hence $A$ is symmetric.

(only if) Already roved.

\[ \blacksquare \]
Note that a nonsymmetric matrix may not be diagonalizable, it may have eigenvalues that are not real, and the number of linearly independent eigenvectors corresponding to an eigenvalue may be less than its multiplicity. For example, the matrix
\[
\begin{pmatrix}
1 & 1 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{pmatrix}
\]
has eigenvalues 2, \(\frac{1}{2} + i\frac{\sqrt{3}}{2}\), and \(\frac{1}{2} - i\frac{\sqrt{3}}{2}\). The matrix \(\begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix}\) has characteristic equation \((1 - \lambda)^2 = 0\) and thus has eigenvalue 1 with multiplicity 2 but has only one linearly independent eigenvector associated with the eigenvalue 1, namely \(x = c \begin{pmatrix} 1 \\ 0 \end{pmatrix}\) with \(c \neq 0\).

Neither of these situations is possible for a symmetric matrix.

### 12.5.3 Relationship between SVD and Eigen Decomposition

The singular value decomposition exists for any \(n \times d\) matrix whereas the eigenvalue decomposition exists only for certain square matrices. For symmetric matrices the decompositions are essentially the same.

The singular values of a matrix are always positive since they are the sum of squares of the projection of a row of a matrix onto a singular vector. Given a symmetric matrix, the eigenvalues can be positive or negative. If \(A\) is a symmetric matrix with eigenvalue decomposition \(A = V_E D_E V_E^T\) and singular value decomposition \(A = U_S D_S V_S^T\), what is the relationship between \(D_E\) and \(D_S\), and between \(V_E\) and \(V_S\), and between \(U_S\) and \(V_E\)?

Observe that if \(A\) can be expressed as \(Q D Q^T\) where \(Q\) is orthonormal and \(D\) is diagonal, then \(AQ = QD\). That is, each column of \(Q\) is an eigenvector and the elements of \(D\) are the eigenvalues. Thus, if the eigenvalues of \(A\) are distinct, then \(Q\) is unique up to a permutation of columns. If an eigenvalue has multiplicity \(k\), then the space spanned the \(k\) columns is unique. In the following we will use the term essentially unique to capture this situation. Now \(AA^T = U_S D_S^2 U_S^T\) and \(A^T A = V_S D_S^2 V_S^T\). By an argument similar to the one above, \(U_S\) and \(V_S\) are essentially unique and are the eigenvectors or negatives of the eigenvectors of \(A\) and \(A^T\). The eigenvalues of \(AA^T\) or \(A^T A\) are the squares of the eigenvalues of \(A\). If \(A\) is not positive semi definite and has negative eigenvalues, then in the singular value decomposition \(A = U_S D_S V_S\), some of the left singular vectors are the negatives of the eigenvectors. Let \(S\) be a diagonal matrix with \(\pm 1\)'s on the diagonal depending on whether the corresponding eigenvalue is positive or negative. Then \(A = (U_S)(SD_S) V_S\) where \(U_S S = V_E\) and \(SD_S = D_E\).

### 12.5.4 Extremal Properties of Eigenvalues

In this section we derive a min max characterization of eigenvalues that implies that the largest eigenvalue of a symmetric matrix \(A\) has a value equal to the maximum of
$x^T Ax$ over all vectors $x$ of unit length. That is, the largest eigenvalue of $A$ equals the 2-norm of $A$. If $A$ is a real symmetric matrix there exists an orthogonal matrix $P$ that diagonalizes $A$. Thus

$$P^T A P = D$$

where $D$ is a diagonal matrix with the eigenvalues of $A$, $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$, on its diagonal. Rather than working with $A$, it is easier to work with the diagonal matrix $D$. This will be an important technique that will simplify many proofs.

Consider maximizing $x^T A x$ subject to the conditions

1. $\sum_{i=1}^{n} x_i^2 = 1$
2. $r_i^T x = 0$, $1 \leq i \leq s$

where the $r_i$ are any set of nonzero vectors. We ask over all possible sets $\{r_i|1 \leq i \leq s\}$ of $s$ vectors, what is the minimum value assumed by this maximum.

**Theorem 12.9 (Min max theorem)** For a symmetric matrix $A$, $\min_{r_1, \ldots, r_s} \max_{x} x^T A x = \lambda_{s+1}$ where the minimum is over all sets $\{r_1, r_2, \ldots, r_s\}$ of $s$ nonzero vectors and the maximum is over all unit vectors $x$ orthogonal to the $s$ nonzero vectors.

**Proof:** $A$ is orthogonally diagonalizable. Let $P$ satisfy $P^T P = I$ and $P^T A P = D$, $D$ diagonal. Let $y = P^T x$. Then $x = Py$ and

$$x^T A x = y^T P^T A P y = y^T D y = \sum_{i=1}^{n} \lambda_i y_i^2$$

Since there is a one-to-one correspondence between unit vectors $x$ and $y$, maximizing $x^T A x$ subject to $\sum x_i^2 = 1$ is equivalent to maximizing $\sum \lambda_i y_i^2$ subject to $\sum y_i^2 = 1$. Since $\lambda_1 \geq \lambda_i$, $2 \leq i \leq n$, $y = (1, 0, \ldots, 0)$ maximizes $\sum \lambda_i y_i^2$ at $\lambda_1$. Then $x = Py$ is the first column of $P$ and is the first eigenvector of $A$. Similarly $\lambda_n$ is the minimum value of $x^T A x$ subject to the same conditions.

Now consider maximizing $x^T A x$ subject to the conditions

1. $\sum x_i^2 = 1$
2. $r_i^T x = 0$

where the $r_i$ are any set of nonzero vectors. We ask over all possible choices of $s$ vectors what is the minimum value assumed by this maximum.

$$\min_{r_1, \ldots, r_s} \max_{x} x^T A x \quad \text{subject to} \quad r_i^T x = 0$$

As above, we may work with $y$. The conditions are
1. $\sum y_i^2 = 1$

2. $q_i^T y = 0$ where, $q_i^T = r_i^T P$

Consider any choice for the vectors $r_1, r_2, \ldots, r_s$. This gives a corresponding set of $q_i$. The $y_i$ therefore satisfy $s$ linear homogeneous equations. If we add $y_{s+2} = y_{s+3} = \cdots y_n = 0$ we have $n - 1$ homogeneous equations in $n$ unknowns $y_1, \ldots, y_n$. There is at least one solution that can be normalized so that $\sum y_i^2 = 1$. With this choice of $y$

$$y^T D y = \sum \lambda_i y_i^2 \geq \lambda_{s+1}$$

since coefficients greater than or equal to $s + 1$ are zero. Thus, for any choice of $r_i$ there will be a $y$ such that

$$\max_y \left( y^T P^T A P y \right) \geq \lambda_{s+1}$$

and hence

$$\min_{r_1, r_2, \ldots, r_s} \max_y \left( y^T P^T A P y \right) \geq \lambda_{s+1}.$$

However, there is a set of $s$ constraints for which the minimum is less than or equal to $\lambda_{s+1}$. Fix the relations to be $y_i = 0, \quad 1 \leq i \leq s$. There are $s$ equations in $n$ unknowns and for any $y$ subject to these relations

$$y^T D y = \sum_{s+1}^{n} \lambda_i y_i^2 \leq \lambda_{s+1}.$$

Combining the two inequalities, $\min \max_y y^T D y = \lambda_{s+1}$. \[ \blacksquare \]

The above theorem tells us that the maximum of $x^T A x$ subject to the constraint that $|x|^2 = 1$ is $\lambda_1$. Consider the problem of maximizing $x^T A x$ subject to the additional restriction that $x$ is orthogonal to the first eigenvector. This is equivalent to maximizing $y^T P^T A P y$ subject to $y$ being orthogonal to $(1,0,\ldots,0)$, i.e. the first component of $y$ being 0. This maximum is clearly $\lambda_2$ and occurs for $y = (0,1,0,\ldots,0)$. The corresponding $x$ is the second column of $P$ or the second eigenvector of $A$.

Similarly the maximum of $x^T A x$ for $p_{s+1}^T x = p_{s+2}^T x = \cdots p_s^T x = 0$ is $\lambda_{s+1}$ and is obtained for $x = p_{s+1}$.

12.5.5 Eigenvalues of the Sum of Two Symmetric Matrices

The min max theorem is useful in proving many other results. The following theorem shows how adding a matrix $B$ to a matrix $A$ changes the eigenvalues of $A$. The theorem is useful for determining the effect of a small perturbation on the eigenvalues of $A$. 
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Theorem 12.10 Let $A$ and $B$ be $n \times n$ symmetric matrices. Let $C=A+B$. Let $\alpha_i$, $\beta_i$, and $\gamma_i$ denote the eigenvalues of $A$, $B$, and $C$ respectively, where $\alpha_1 \geq \alpha_2 \geq \ldots \alpha_n$ and similarly for $\beta_1, \gamma_i$. Then $\alpha_s + \beta_1 \geq \gamma_s \geq \alpha_s + \beta_n$.

Proof: By the min max theorem we have

$$\alpha_s = \min_{r_1,\ldots,r_{s-1}} \max_{x_i \perp x_j} (x^TAx).$$

Suppose $r_1, r_2, \ldots, r_{s-1}$ attain the minimum in the expression. Then using the min max theorem on $C$,

$$\gamma_s \leq \max_{x_i \perp r_1,r_2,\ldots,r_{s-1}} (x^T(A+B)x) \leq \max_{x_i \perp r_1,r_2,\ldots,r_{s-1}} (x^TAx) + \max_{x_i \perp r_1,r_2,\ldots,r_{s-1}} (x^TBx) \leq \alpha_s + \max_{x_i} (x^TBx) \leq \alpha_s + \beta_1.$$

Therefore, $\gamma_s \leq \alpha_s + \beta_1$.

An application of the result to $A = C + (-B)$, gives $\alpha_s \leq \gamma_s - \beta_n$. The eigenvalues of $-B$ are minus the eigenvalues of $B$ and thus $-\beta_n$ is the largest eigenvalue. Hence $\gamma_s \geq \alpha_s + \beta_n$ and combining inequalities yields $\alpha_s + \beta_1 \geq \gamma_s \geq \alpha_s + \beta_n$. □

Lemma 12.11 Let $A$ and $B$ be $n \times n$ symmetric matrices. Let $C=A+B$. Let $\alpha_i$, $\beta_i$, and $\gamma_i$ denote the eigenvalues of $A$, $B$, and $C$ respectively, where $\alpha_1 \geq \alpha_2 \geq \ldots \alpha_n$ and similarly for $\beta_i, \gamma_i$. Then $\gamma_{r+s-1} \leq \alpha_r + \beta_s$.

Proof: There is a set of $r-1$ relations such that over all $x$ satisfying the $r-1$ relationships

$$\max(x^TAx) = \alpha_r.$$ 

And a set of $s-1$ relations such that over all $x$ satisfying the $s-1$ relationships

$$\max(x^TBx) = \beta_s.$$ 

Consider $x$ satisfying all these $r+s-2$ relations. For any such $x$

$$x^TCx = x^TAx + x^TBx \leq \alpha_r + \beta_s$$

and hence over all the $x$

$$\max(x^TCx) \leq \alpha_s + \beta_r$$

Taking the minimum over all sets of $r+s-2$ relations

$$\gamma_{r+s-1} = \min \max(x^TCx) \leq \alpha_r + \beta_s.$$ □
12.5.6 Norms

A set of vectors \( \{x_1, \ldots, x_n\} \) is orthogonal if \( x_i^T x_j = 0 \) for \( i \neq j \) and is orthonormal if in addition \( |x_i| = 1 \) for all \( i \). A matrix \( A \) is orthonormal if \( A^T A = I \). If \( A \) is a square orthonormal matrix, then rows as well as columns are orthogonal. In other words, if \( A \) is square orthonormal, then \( A^T \) is also. In the case of matrices over the complexes, the concept of an orthonormal matrix is replaced by that of a unitary matrix. \( A^* \) is the conjugate transpose of \( A \) if \( a_{ij}^* = \bar{a}_{ji} \) where \( a_{ij}^* \) is the \( ij \)th entry of \( A^* \) and \( \bar{a}_{ij} \) is the complex conjugate of the \( ij \)th element of \( A \). A matrix \( A \) over the field of complex numbers is unitary if \( AA^* = I \).

**Norms**

A **norm** on \( \mathbb{R}^n \) is a function \( f : \mathbb{R}^n \to \mathbb{R} \) satisfying the following three axioms:

1. \( f(x) \geq 0 \),
2. \( f(x + y) \leq f(x) + f(y) \), and
3. \( f(\alpha x) = |\alpha| f(x) \).

A norm on a vector space provides a distance function where

\[
\text{distance}(x, y) = \text{norm}(x - y).
\]

An important class of norms for vectors is the \( p \)-norms defined for \( p > 0 \) by

\[
|x|_p = (|x_1|^p + \cdots + |x_n|^p)^{\frac{1}{p}}.
\]

Important special cases are

\[
|x|_0 \text{ the number of non zero entries}
\]

\[
|x|_1 = |x_1| + \cdots + |x_n|
\]

\[
|x|_2 = \sqrt{|x_1|^2 + \cdots + |x_n|^2}
\]

\[
|x|_\infty = \max |x_i|.
\]

**Lemma 12.12** For any \( 1 \leq p < q \), \( |x|_q \leq |x|_p \).

**Proof:**

\[
|x|_q^q = \sum_i |x_i|^q.
\]

Let \( a_i = |x_i|^q \) and \( \rho = p/q \). Using Jensen’s inequality (see Section 12.3) that for any nonnegative reals \( a_1, a_2, \ldots, a_n \) and any \( \rho \in (0, 1) \), we have \( (\sum_{i=1}^n a_i)^\rho \leq \sum_{i=1}^n a_i^\rho \), the lemma is proved.

\[\blacksquare\]
There are two important matrix norms, the matrix $p$-norm

$$
||A||_p = \max_{|x|=1} ||Ax||_p
$$

and the Frobenius norm

$$
||A||_F = \sqrt{\sum_{ij} a_{ij}^2}.
$$

Let $a_i$ be the $i^{th}$ column of $A$. Then $||A||_F^2 = \sum a_i^T a_i = tr(A^T A)$. A similar argument on the rows yields $||A||_F^2 = tr(A A^T)$. Thus, $||A||_F^2 = tr(A^T A) = tr(A A^T)$.

If $A$ is symmetric and rank $k$

$$
||A||_2^2 \leq ||A||_F^2 \leq k ||A||_2^2.
$$

12.5.7 Important Norms and Their Properties

Lemma 12.13 $||AB||_2 \leq ||A||_2 ||B||_2$

Proof: $||AB||_2 = \max_{|x|=1} |ABx|$. Let $y$ be the value of $x$ that achieves the maximum and let $z = By$. Then

$$
||AB||_2 = |ABy| = |Az| = \left| A \frac{z}{|z|} \right| |z|
$$

But $A \frac{z}{|z|} \leq \max_{|x|=1} |Ax| = ||A||_2$ and $|z| \leq \max_{|x|=1} |Bx| = ||B||_2$. Thus $||AB||_2 \leq ||A||_2 ||B||_2$.

Let $Q$ be an orthonormal matrix.

Lemma 12.14 For all $x$, $|Qx| = |x|$.

Proof: $|Qx|^2 = x^T Q^T Qx = x^T x = |x|^2$.

Lemma 12.15 $||QA||_2 = ||A||_2$

Proof: For all $x$, $|Qx| = |x|$. Replacing $x$ by $Ax$, $|QAx| = |Ax|$ and thus $\max_{|x|=1} |QAx| = \max_{|x|=1} |Ax|$.

Lemma 12.16 $||AB||_F^2 \leq ||A||_F^2 ||B||_F^2$

Proof: Let $a_i$ be the $i^{th}$ column of $A$ and let $b_j$ be the $j^{th}$ column of $B$. By the Cauchy-Schwartz inequality $||a_i^T b_j|| \leq ||a_i|| ||b_j||$. Thus $||AB||_F^2 = \sum_i \sum_j |a_i^T b_j|^2 \leq \sum_i \sum_j ||a_i||^2 ||b_j||^2 = \sum_i ||a_i||^2 \sum_j ||b_j||^2 = ||A||_F^2 ||B||_F^2$. 
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Lemma 12.17 \( \|QA\|_F = \|A\|_F \)

Proof: \( \|QA\|_F^2 = \text{Tr}(A^T Q^T QA) = \text{Tr}(A^T A) = \|A\|_F^2. \)

Lemma 12.18 For real, symmetric matrix \( A \) with eigenvalues \( \lambda_1 \geq \lambda_2 \geq \ldots, \|A\|_F^2 = \max(\lambda_1^2, \lambda_2^2) \) and \( \|A\|_F^2 = \lambda_1^2 + \lambda_2^2 + \cdots + \lambda_n^2 \)

Proof: Suppose the spectral decomposition of \( A \) is \( PDQ^T \), where \( P \) is an orthogonal matrix and \( D \) is diagonal. We saw that \( \|P^T A\|_2 = \|A\|_2 \). Applying this again, \( \|P^T AP\|_2 = \|A\|_2 \). But, \( P^T AP = D \) and clearly for a diagonal matrix \( D \), \( \|D\|_2 \) is the largest absolute value diagonal entry from which the first equation follows. The proof of the second is analogous.

If \( A \) is real and symmetric and of rank \( k \) then \( \|A\|_2^2 \leq \|A\|_F^2 \leq k \|A\|_2^2 \)

Theorem 12.19 \( \|A\|_2^2 \leq \|A\|_F^2 \leq k \|A\|_2^2 \)

Proof: It is obvious for diagonal matrices that \( \|D\|_2^2 \leq \|D\|_F^2 \leq k \|D\|_2^2 \). Let \( D = Q^T AQ \) where \( Q \) is orthonormal. The result follows immediately since for \( Q \) orthonormal, \( \|Q A\|_2 = \|A\|_2 \) and \( \|Q A\|_F = \|A\|_F \).

Real and symmetric are necessary for some of these theorems. This condition was needed to express \( \Sigma = Q^T AQ \). For example, in Theorem 12.19 suppose \( A \) is the \( n \times n \) matrix

\[
A = \begin{pmatrix}
1 & 1 \\
1 & 1 \\
\vdots & \vdots \\
1 & 0
\end{pmatrix}
\]

\( \|A\|_2 = 2 \) and \( \|A\|_F = \sqrt{2n} \). But \( A \) is rank 2 and \( \|A\|_2 > 2 \|A\|_2 \) for \( n > 8 \).

Lemma 12.20 Let \( A \) be a symmetric matrix. Then \( \|A\|_2 = \max_{\|x\|=1} |x^T A x| \).

Proof: By definition, the 2-norm of \( A \) is \( \|A\|_2 = \max_{\|x\|=1} |A x| \). Thus,

\[
\|A\|_2 = \max_{\|x\|=1} |A x| = \max_{\|x\|=1} \sqrt{x^T A^T A x} = \sqrt{\lambda_1^2} = \lambda_1 = \max_{\|x\|=1} |x^T A x|
\]

The two norm of a matrix \( A \) is greater than or equal to the 2-norm of any of its columns. Let \( a_u \) be a column of \( A \).

Lemma 12.21 \( |a_u| \leq \|A\|_2 \)

Proof: Let \( e_u \) be the unit vector with a 1 in position \( u \) and all other entries zero. Note \( \lambda = \max_{\|x\|=1} |A x| \). Let \( x = e_u \) where \( a_u \) is row \( u \). Then \( |a_u| = |A e_u| \leq \max_{\|x\|=1} |A x| = \lambda \)
Lemma 12.22 Let \( A \) be an \( n \times n \) symmetric matrix. Then \( \det(A) = \lambda_1 \lambda_2 \cdots \lambda_n \).

**Proof:** The \( \det(A - \lambda I) \) is a polynomial in \( \lambda \) of degree \( n \). The coefficient of \( \lambda^n \) will be \( \pm 1 \) depending on whether \( n \) is odd or even. Let the roots of this polynomial be \( \lambda_1, \lambda_2, \ldots, \lambda_n \). Then \( \det(A - \lambda I) = (-1)^n \prod_{i=1}^{n} (\lambda - \lambda_i) \). Thus

\[
\det(A) = \det(A - \lambda I)\bigg|_{\lambda=0} = (-1)^n \prod_{i=1}^{n} (\lambda - \lambda_i)\bigg|_{\lambda=0} = \lambda_1 \lambda_2 \cdots \lambda_n.
\]

The trace of a matrix is defined to be the sum of its diagonal elements. That is, \( \text{tr}(A) = a_{11} + a_{22} + \cdots + a_{nn} \).

Lemma 12.23 \( \text{tr}(A) = \lambda_1 + \lambda_2 + \cdots + \lambda_n \).

**Proof:** Consider the coefficient of \( \lambda^{n-1} \) in \( \det(A - \lambda I) = (-1)^n \prod_{i=1}^{n} (\lambda - \lambda_i) \). Write

\[
A - \lambda I = \begin{pmatrix}
    a_{11} - \lambda & a_{12} & \cdots \\
    a_{21} & a_{22} - \lambda & \cdots \\
    \vdots & \vdots & \ddots
\end{pmatrix}.
\]

Calculate \( \det(A - \lambda I) \) by expanding along the first row. Each term in the expansion involves a determinant of size \( n - 1 \) which is a polynomial in \( \lambda \) of deg \( n - 2 \) except for the principal minor which is of deg \( n - 1 \). Thus the term of deg \( n - 1 \) comes from

\[
(a_{11} - \lambda) (a_{22} - \lambda) \cdots (a_{nn} - \lambda)
\]

and has coefficient \( (-1)^{n-1} (a_{11} + a_{22} + \cdots + a_{nn}) \). Now

\[
(-1)^n \prod_{i=1}^{n} (\lambda - \lambda_i) = (-1)^n (\lambda - \lambda_1)(\lambda - \lambda_2) \cdots (\lambda - \lambda_n)
\]

\[
= (-1)^n \left( \lambda^n - (\lambda_1 + \lambda_2 + \cdots + \lambda_n)\lambda^{n-1} + \cdots \right)
\]

Therefore equating coefficients \( \lambda_1 + \lambda_2 + \cdots + \lambda_n = a_{11} + a_{22} + \cdots + a_{nn} = \text{tr}(A) \)

Note that \( (\text{tr}(A))^2 \neq \text{tr}(A^2) \). For example \( A = \begin{pmatrix} 1 & 0 \\ 0 & 2 \end{pmatrix} \) has trace 3, \( A^2 = \begin{pmatrix} 1 & 0 \\ 0 & 4 \end{pmatrix} \) has trace 5 \( \neq 9 \). However \( \text{tr}(A^2) = \lambda_1^2 + \lambda_2^2 + \cdots + \lambda_n^2 \). To see this, observe that \( A^2 = (V^TDV)^2 = V^T D^2 V \). Thus, the eigenvalues of \( A^2 \) are the squares of the eigenvalues for \( A \).
Alternative proof that $\text{tr}(A) = \lambda_1 + \lambda_2 + \cdots + \lambda_n$. Suppose the spectral decomposition of $A$ is $A = PDP^T$. We have

$$\text{tr}(A) = \text{tr}(PDP^T) = \text{tr}(DP^TP) = \text{tr}(D) = \lambda_1 + \lambda_2 + \cdots + \lambda_n.$$ 

**Lemma 12.24** If $A$ is $n \times m$ and $B$ is a $m \times n$ matrix, then $\text{tr}(AB) = \text{tr}(BA)$.

$$\text{tr}(AB) = \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij}b_{ji} = \sum_{j=1}^{n} \sum_{i=1}^{n} b_{ji}a_{ij} = \text{tr}(BA)$$

**Pseudo inverse**

Let $A$ be an $n \times m$ rank $r$ matrix and let $A = U\Sigma V^T$ be the singular value decomposition of $A$. Let $\Sigma' = \text{diag} \left( \frac{1}{\sigma_1}, \ldots, \frac{1}{\sigma_r}, 0, \ldots, 0 \right)$ where $\sigma_1, \ldots, \sigma_r$ are the nonzero singular values of $A$. Then $A' = V\Sigma'U^T$ is the pseudo inverse of $A$. It is the unique $X$ that minimizes $\|AX - I\|_F$.

**Second eigenvector**

Suppose the eigenvalues of a matrix are $\lambda_1 \geq \lambda_2 \geq \cdots$. The second eigenvalue, $\lambda_2$, plays an important role for matrices representing graphs. It may be the case that $|\lambda_n| > |\lambda_2|$.

Why is the second eigenvalue so important? Consider partitioning the vertices of a regular degree $d$ graph $G = (V,E)$ into two blocks of equal size so as to minimize the number of edges between the two blocks. Assign value $+1$ to the vertices in one block and $-1$ to the vertices in the other block. Let $\mathbf{x}$ be the vector whose components are the $\pm 1$ values assigned to the vertices. If two vertices, $i$ and $j$, are in the same block, then $x_i$ and $x_j$ are both $+1$ or both $-1$ and $(x_i - x_j)^2 = 0$. If vertices $i$ and $j$ are in different blocks then $(x_i - x_j)^2 = 4$. Thus, partitioning the vertices into two blocks so as to minimize the edges between vertices in different blocks is equivalent to finding a vector $\mathbf{x}$ with coordinates $\pm 1$ of which half of its coordinates are $+1$ and half of which are $-1$ that minimizes

$$E_{\text{cut}} = \frac{1}{4} \sum_{(i,j) \in E} (x_i - x_j)^2$$

Let $A$ be the adjacency matrix of $G$. Then

$$\mathbf{x}^T A \mathbf{x} = \sum_{ij} a_{ij}x_ix_j = 2 \sum_{\text{edges}} x_ix_j$$

$$= 2 \times \left( \begin{array}{c} \text{number of edges} \\ \text{within components} \end{array} \right) - 2 \times \left( \begin{array}{c} \text{number of edges} \\ \text{between components} \end{array} \right)$$

$$= 2 \times \left( \begin{array}{c} \text{total number} \\ \text{of edges} \end{array} \right) - 4 \times \left( \begin{array}{c} \text{number of edges} \\ \text{between components} \end{array} \right)$$
Maximizing $x^T A x$ over all $x$ whose coordinates are $\pm 1$ and half of whose coordinates are $+1$ is equivalent to minimizing the number of edges between components.

Since finding such an $x$ is computational difficult, replace the integer condition on the components of $x$ and the condition that half of the components are positive and half of the components are negative with the conditions $\sum_{i=1}^n x_i^2 = 1$ and $\sum_{i=1}^n x_i = 0$. Then finding the optimal $x$ gives us the second eigenvalue since it is easy to see that the first eigenvector is along $1$

$$\lambda_2 = \max_{x \perp v_1} \frac{x^T A x}{\sum x_i^2}$$

Actually we should use $\sum_{i=1}^n x_i^2 = n$ not $\sum_{i=1}^n x_i^2 = 1$. Thus $n\lambda_2$ must be greater than $2 \times \left( \text{total number of edges} \right) - 4 \times \left( \text{number of edges between components} \right)$ since the maximum is taken over a larger set of $x$. The fact that $\lambda_2$ gives us a bound on the minimum number of cross edges is what makes it so important.

12.5.9 Distance between subspaces

Suppose $S_1$ and $S_2$ are two subspaces. Choose a basis of $S_1$ and arrange the basis vectors as the columns of a matrix $X_1$; similarly choose a basis of $S_2$ and arrange the basis vectors as the columns of a matrix $X_2$. Note that $S_1$ and $S_2$ can have different dimensions. Define the square of the distance between two subspaces by

$$\text{dist}^2(S_1, S_2) = \text{dist}^2(X_1, X_2) = ||X_1 - X_2X_2^T X_1||_F^2$$

Since $X_1 - X_2X_2^T X_1$ and $X_2X_2^T X_1$ are orthogonal

$$||X_1||_F^2 = ||X_1 - X_2X_2^T X_1||_F^2 + ||X_2X_2^T X_1||_F^2$$

and hence

$$\text{dist}^2 (X_1, X_2) = ||X_1||_F^2 - ||X_2X_2^T X_1||_F^2.$$ Intuitively, the distance between $X_1$ and $X_2$ is the Frobenius norm of the component of $X_1$ not in the space spanned by the columns of $X_2$.

If $X_1$ and $X_2$ are 1-dimensional unit length vectors, $\text{dist}^2 (X_1, X_2)$ is the sin squared of the angle between the spaces.

Example: Consider two subspaces in four dimensions

$$X_1 = \begin{pmatrix} 1/\sqrt{2} & 0 \\ 0 & 1/\sqrt{3} \\ 1/\sqrt{2} & 1/\sqrt{3} \\ 0 & 0 \end{pmatrix} \quad X_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix}$$
Here

\[ \text{dist}^2(X_1, X_2) = \left\| \begin{pmatrix} \frac{1}{\sqrt{2}} & 0 \\ 0 & \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{3}} \\ 0 & \frac{1}{\sqrt{3}} \end{pmatrix} - \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \end{pmatrix} \right\|^2_F \]

\[ = \left\| \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{3}} \\ 0 & \frac{1}{\sqrt{3}} \end{pmatrix} \right\|^2_F = \frac{7}{6} \]

In essence, we projected each column vector of \( X_1 \) onto \( X_2 \) and computed the Frobenius norm of \( X_1 \) minus the projection. The Frobenius norm of each column is the sin squared of the angle between the original column of \( X_1 \) and the space spanned by the columns of \( X_2 \).

12.6 Generating Functions

A sequence \( a_0, a_1, \ldots \), can be represented by a generating function \( g(x) = \sum_{i=0}^{\infty} a_i x^i \). The advantage of the generating function is that it captures the entire sequence in a closed form that can be manipulated as an entity. For example, if \( g(x) \) is the generating function for the sequence \( a_0, a_1, \ldots \), then \( x \frac{d}{dx} g(x) \) is the generating function for the sequence \( 0, a_1, 2a_2, 3a_3, \ldots \) and \( x^2 g''(x) + xg'(x) \) is the generating function for the sequence for \( 0, a_1, 4a_2, 9a_3, \ldots \).

**Example:** The generating function for the sequence \( 1, 1, \ldots \) is \( \sum_{i=0}^{\infty} x^i = \frac{1}{1-x} \). The generating function for the sequence \( 0, 1, 2, 3, \ldots \) is

\[ \sum_{i=0}^{\infty} ix^i = \sum_{i=0}^{\infty} x \frac{d}{dx} x^i = x \frac{d}{dx} \sum_{i=0}^{\infty} x^i = x \frac{d}{dx} \frac{1}{1-x} = \frac{x}{(1-x)^2}. \]

**Example:** If A can be selected 0 or 1 times and B can be selected 0, 1, or 2 times and C can be selected 0, 1, 2, or 3 times, in how many ways can five objects be selected. Consider the generating function for the number of ways to select objects. The generating function for the number of ways of selecting objects, selecting only A’s is \( 1+x \), only B’s is \( 1+x+x^2 \), and only C’s is \( 1 + x + x^2 + x^3 \). The generating function when selecting A’s, B’s, and C’s is the product.

\[ (1+x)(1+x+x^2)(1+x+x^2+x^3) = 1 + 3x + 5x^2 + 6x^3 + 5x^4 + 3x^5 + x^6 \]

The coefficient of \( x^5 \) is 3 and hence we can select five objects in three ways: ABBCC, ABCCC, or BBCCC.
The generating functions for the sum of random variables

Let \( f(x) = \sum_{i=0}^{\infty} p_i x^i \) be the generating function for an integer valued random variable where \( p_i \) is the probability that the random variable takes on value \( i \). Let \( g(x) = \sum_{i=0}^{\infty} q_i x^i \) be the generating function of an independent integer valued random variable where \( q_i \) is the probability that the random variable takes on the value \( i \). The sum of these two random variables has the generating function \( f(x)g(x) \). This is because the coefficient of \( x^i \) in the product \( f(x)g(x) \) is \( \sum_{k=0}^{i} p_k q_{k-i} \) and this is also the probability that the sum of the random variables is \( i \). Repeating this, the generating function of a sum of independent nonnegative integer valued random variables is the product of their generating functions.

12.6.1 Generating Functions for Sequences Defined by Recurrence Relationships

Consider the Fibonacci sequence

\[ 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, \ldots \]

defined by the recurrence relationship

\[ f_0 = 0 \quad f_1 = 1 \quad f_i = f_{i-1} + f_{i-2} \quad i \geq 2 \]

Multiply each side of the recurrence by \( x^i \) and sum from \( i \) equals two to infinity.

\[
\sum_{i=2}^{\infty} f_i x^i = \sum_{i=2}^{\infty} f_{i-1} x^i + \sum_{i=2}^{\infty} f_{i-2} x^i \\
= f_2 x^2 + f_3 x^3 + \cdots = f_1 x^2 + f_2 x^3 + \cdots + f_0 x^2 + f_1 x^3 + \cdots \\
= x (f_1 x + f_2 x^2 + \cdots) + x^2 (f_0 + f_1 x + \cdots) \quad (12.1)
\]

Let

\[ f(x) = \sum_{i=0}^{\infty} f_i x^i. \quad (12.2) \]

Substituting (12.2) into (12.1) yields

\[
f(x) - f_0 - f_1 x = x (f(x) - f_0) + x^2 f(x) \\
f(x) - x = x f(x) + x^2 f(x) \\
f(x)(1 - x - x^2) = x
\]

Thus, \( f(x) = \frac{x}{1-x-x^2} \) is the generating function for the Fibonacci sequence.
Note that generating functions are formal manipulations and do not necessarily converge outside some region of convergence. Consider the generating function \( f(x) = \sum_{i=0}^{\infty} f_i x^i \) for the Fibonacci sequence. Using \( \sum_{i=0}^{\infty} f_i x^i \),

\[
f(1) = f_0 + f_1 + f_2 + \cdots = \infty
\]

and using \( f(x) = \frac{x}{1-x-x^2} \)

\[
f(1) = \frac{1}{1-1-1} = -1.
\]

**Asymptotic behavior**

To determine the asymptotic behavior of the Fibonacci sequence write

\[
f(x) = \frac{x}{1-x-x^2} = \frac{\sqrt{5}}{5} \left( \frac{1+\phi_1 x}{1-\phi_1 x} + \frac{-\sqrt{5}}{5} \right)
\]

where \( \phi_1 = \frac{1+\sqrt{5}}{2} \) and \( \phi_1 = \frac{1-\sqrt{5}}{2} \) are the reciprocals of the two roots of the quadratic \( 1-x-x^2 = 0 \).

Then

\[
f(x) = \frac{\sqrt{5}}{5} \left( 1 + \phi_1 x + (\phi_1 x)^2 + \cdots - (1 + \phi_2 x + (\phi_2 x)^2 + \cdots) \right).
\]

Thus,

\[
f_n = \frac{\sqrt{5}}{5} (\phi_1^n - \phi_2^n).
\]

Since \( \phi_2 < 1 \) and \( \phi_1 > 1 \), for large \( n \), \( f_n \approx \frac{\sqrt{5}}{5} \phi_1^n \). In fact, since \( f_n = \frac{\sqrt{5}}{5} (\phi_1^n - \phi_2^n) \) is an integer and \( \phi_2 < 1 \), it must be the case that \( f_n = \left\lfloor \frac{\sqrt{5}}{5} \phi_1^n \right\rfloor \). Hence \( f_n = \left\lfloor \frac{\sqrt{5}}{5} \phi_1^n \right\rfloor \) for all \( n \).

**Means and standard deviations of sequences**

Generating functions are useful for calculating the mean and standard deviation of a sequence. Let \( z \) be an integral valued random variable where \( p_i \) is the probability that \( z \) equals \( i \). The expected value of \( z \) is given by \( m = \sum_{i=0}^{\infty} ip_i \). Let \( p(x) = \sum_{i=0}^{\infty} p_i x^i \) be the generating function for the sequence \( p_1, p_2, \ldots \). The generating function for the sequence \( p_1, 2p_2, 3p_3, \ldots \) is

\[
x \frac{d}{dx} p(x) = \sum_{i=0}^{\infty} ip_i x^i.
\]

Thus, the expected value of the random variable \( z \) is \( m = xp'(x)|_{x=1} = p'(1) \). If \( p \) was not a probability function, its average value would be \( \frac{p'(1)}{p(1)} \) since we would need to normalize the area under \( p \) to one.
The second moment of $z$, is $E(z^2) - E^2(z)$ and can be obtained as follows.

$$x^2 \frac{d}{dx} p(x) \bigg|_{x=1} = \sum_{i=0}^{\infty} i(i-1)x^i p(x) \bigg|_{x=1}$$

$$= \sum_{i=0}^{\infty} i^2 x^i p(x) \bigg|_{x=1} - \sum_{i=0}^{\infty} i x^i p(x) \bigg|_{x=1}$$

$$= E(z^2) - E(z).$$

Thus, $\sigma^2 = E(z^2) - E^2(z) = E(z^2) - E(z) + E(z) - E^2(z) = p''(1) + p'(1) - (p'(1))^2$.

12.6.2 The Exponential Generating Function and the Moment Generating Function

Besides the ordinary generating function there are a number of other types of generating functions. One of these is the exponential generating function. Given a sequence $a_0, a_1, \ldots$, the associated *exponential generating function* is $g(x) = \sum_{i=0}^{\infty} a_i \frac{x^i}{i!}$.

Moment generating functions

The $k^{th}$ moment of a random variable $x$ around the point $b$ is given by $E((x - b)^k)$. Usually the word moment is used to denote the moment around the value 0 or around the mean. In the following, we use moment to mean the moment about the origin.

The *moment generating function* of a random variable $x$ is defined by

$$\Psi(t) = E(e^{tx}) = \int_{-\infty}^{\infty} e^{tx} p(x) dx$$

Replacing $e^{tx}$ by its power series expansion $1 + tx + \frac{(tx)^2}{2!} \cdots$ gives

$$\Psi(t) = \int_{-\infty}^{\infty} \left( 1 + tx + \frac{(tx)^2}{2!} + \cdots \right) p(x) dx$$

Thus, the $k^{th}$ moment of $x$ about the origin is $k!$ times the coefficient of $t^k$ in the power series expansion of the moment generating function. Hence, the moment generating function is the exponential generating function for the sequence of moments about the origin.

The moment generating function transforms the probability distribution $p(x)$ into a function $\Psi(t)$ of $t$. Note $\Psi(0) = 1$ and is the area or integral of $p(x)$. The moment generating function is closely related to the *characteristic function* which is obtained by replacing $e^{tx}$ by $e^{itx}$ in the above integral where $i = \sqrt{-1}$ and is related to the *Fourier*
transform which is obtained by replacing $e^{tx}$ by $e^{-itx}$.

$\Psi(t)$ is closely related to the Fourier transform and its properties are essentially the same. In particular, $p(x)$ can be uniquely recovered by an inverse transform from $\Psi(t)$. More specifically, if all the moments $m_i$ are finite and the sum $\sum_{i=0}^{\infty} \frac{m_i t^i}{i!}$ converges absolutely in a region around the origin, then $p(x)$ is uniquely determined.

The Gaussian probability distribution with zero mean and unit variance is given by $p(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}$. Its moments are given by

$$u_n = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} x^n e^{-\frac{x^2}{2}} dx = \begin{cases} \frac{n!}{2^{\frac{n}{2}} (\frac{n}{2})!} & \text{n even} \\ 0 & \text{n odd} \end{cases}$$

To derive the above, use integration by parts to get

$$u_n = (n-1) u_{n-2}$$

The moment generating function is given by

$$g(s) = \sum_{n=0}^{\infty} \frac{u_n s^n}{n!} = \sum_{n=0}^{\infty} \frac{n!}{2^{\frac{n}{2}} \frac{n}{2}!} s^n = \sum_{i=0}^{\infty} \frac{s^i}{2i!} = \sum_{i=0}^{\infty} \frac{1}{i!} \left( \frac{s^2}{2} \right)^i = e^{\frac{s^2}{2}}.$$
the moment generating function for a Gaussian with mean $u_1 + u_2$ and variance $\sigma_1^2 + \sigma_2^2$. Thus, the convolution of two Gaussians is a Gaussian and the sum of two random variables that are both Gaussian is a Gaussian random variable.

12.7 Miscellaneous

12.7.1 Lagrange multipliers

Lagrange multipliers are used to convert a constrained optimization problem into an unconstrained optimization. Suppose we wished to maximize a function $f(x)$ subject to a constraint $g(x) = c$. The value of $f(x)$ along the constraint $g(x) = c$ might increase for a while and then start to decrease. At the point where $f(x)$ stops increasing and starts to decrease, the contour line for $f(x)$ is tangent to the curve of the constraint $g(x) = c$. Stated another way the gradient of $f(x)$ and the gradient of $g(x)$ are parallel.

By introducing a new variable $\lambda$ we can express the condition by $\nabla_x f = \lambda \nabla_x g$ and $g = c$. These two conditions hold if and only if

$$\nabla_x \lambda \left( f(x) + \lambda (g(x) - c) \right) = 0$$

The partial with respect to $\lambda$ establishes that $g(x) = c$. We have converted the constrained optimization problem in $x$ to an unconstrained problem with variables $x$ and $\lambda$.

12.7.2 Finite Fields

For a prime $p$ and integer $n$ there is a unique finite field with $p^n$ elements. In Section ?? we used the field GF($2^n$), which consists of polynomials of degree less than $n$ with coefficients over the field GF(2). In GF($2^n$)

$$(x^7 + x^5 + x) + (x^6 + x^5 + x^4) = x^7 + x^6 = x^4 = x$$

Multiplication is modulo an irreducible polynomial. Thus

$$(x^7 + x^5 + x)(x^6 + x^5 + x^4) = x^{13} + x^{12} + x^{11} + x^{10} + x^9 + x^7 + x^6 + x^5$$

$$= x^{13} + x^{12} + x^{10} + x^9 + x^7 + x^6 + x^5$$

$$= x^6 + x^4 + x^3 + x^2 \mod x^8 + x^4 + x^3 + x + 1$$

Division of $x^{13} + x^{12} + x^9 + x^7 + x^6 + x^5$ by $x^6 + x^4 + x^3 + x^2$ is illustrated below.

$$-x^5(x^8 + x^4 + x^3 + x^2 + 1) = \begin{align*}
  & x^{13} + x^{12} + x^{10} + x^9 + x^7 + x^6 + x^5 \\
  & x^{13} + x^{12} + x^{10} + x^9 + x^7 + x^6 + x^5
\end{align*}$$

$$-x^4(x^8 + x^4 + x^3 + x^2 + 1) = \begin{align*}
  & x^{12} + x^{10} + x^8 + x^7 + x^5 + x^4 \\
  & x^{12} + x^{10} + x^8 + x^7 + x^5 + x^4
\end{align*}$$

$$-x^2(x^8 + x^4 + x^3 + x^2 + 1) = \begin{align*}
  & x^{10} + x^6 + x^5 + x^3 + x^2 \\
  & x^{10} + x^6 + x^5 + x^3 + x^2
\end{align*}$$
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12.7.3 Hash Functions

Universal Hash Families

ADD PARAGRAPH ON MOTIVATION integrate material with Chapter

Let $M = \{1, 2, \ldots, m\}$ and $N = \{1, 2, \ldots, n\}$ where $m \geq n$. A family of hash functions $H = \{h : M \rightarrow N\}$ is said to be 2-universal if for all $x$ and $y$, $x \neq y$, and for $h$ chosen uniformly at random from $H$,

$$\text{Prob}[h(x) = h(y)] \leq \frac{1}{n}$$

Note that if $H$ is the set of all possible mappings from $M$ to $N$, then $H$ is 2-universal. In fact $\text{Prob}[h(x) = h(y)] = \frac{1}{n}$. The difficulty in letting $H$ consist of all possible functions is that a random $h$ from $H$ has no short representation. What we want is a small set $H$ where each $h \in H$ has a short representation and is easy to compute.

Note that for a 2-universal $H$, for any two elements $x$ and $y$, $h(x)$ and $h(y)$ behave as independent random variables. For a random $f$ and any set $X$ the set $\{f(x)|x \in X\}$ is a set of independent random variables.

12.7.4 Application of Mean Value Theorem

The mean value theorem states that if $f(x)$ is continuous and differentiable on the interval $[a, b]$, then there exists $c$, $a \leq c \leq b$ such that $f'(c) = \frac{f(b) - f(a)}{b - a}$. That is, at some point between $a$ and $b$ the derivative of $f$ equals the slope of the line from $f(a)$ to $f(b)$. See Figure 12.7.4.

![Figure 12.3: Illustration of the mean value theorem.](image-url)
One application of the mean value theorem is with the Taylor expansion of a function. The Taylor expansion about the origin of \( f(x) \) is

\[
f(x) = f(0) + f'(0)x + \frac{1}{2!}f''(0)x^2 + \frac{1}{3!}f'''(0)x^3 + \cdots \tag{12.3}
\]

By the mean value theorem there exists \( c, \) \( 0 \leq c \leq x, \) such that \( f'(c) = \frac{f(x) - f(0)}{x} \) or \( f(x) - f(0) = xf'(c). \) Thus

\[
xf'(c) = f'(0)x + \frac{1}{2!}f''(0)x^2 + \frac{1}{3!}f'''(0)x^3 + \cdots
\]

and

\[
f(x) = f(0) + xf'(c).
\]

One could apply the mean value theorem to \( f'(x) \) in

\[
f'(x) = f'(0) + f''(0)x + \frac{1}{2!}f'''(0)x^2 + \cdots
\]

Then there exists \( d, \) \( 0 \leq d \leq x \) such that

\[
xf''(d) = f''(0)x + \frac{1}{2!}f'''(0)x^2 + \cdots
\]

Integrating

\[
\frac{1}{2}x^2f''(d) = \frac{1}{2!}f''(0)x + \frac{1}{3!}f'''(0)x^3 + \cdots
\]

Substituting into Eq(12.3)

\[
f(x) = f(0) + f'(0)x + \frac{1}{2}x^2f''(d).
\]

12.7.5 Sperner’s Lemma

Consider a triangulation of a 2-dimensional simplex. Let the vertices of the simplex be colored R, B, and G. If the vertices on each edge of the simplex are colored only with the two colors at the endpoints then the triangulation must have a triangle whose vertices are three different colors. In fact, it must have an odd number of such vertices. A generalization of the lemma to higher dimensions also holds.

Create a graph whose vertices correspond to the triangles of the triangulation plus an additional vertex corresponding to the outside region. Connect two vertices of the graph by an edge if the triangles corresponding to the two vertices share a common edge that is color R and B. The edge of the original simplex must have an odd number of such triangular edges. Thus, the outside vertex of the graph must be of odd degree. The graph must have an even number of odd degree vertices. Each odd vertex is of degree 0, 1, or 2. The vertices of odd degree, i.e. degree one, correspond to triangles which have all three colors.
12.7.6 Prüfer

Here we prove that the number of labeled trees with $n$ vertices is $n^{n-2}$. By a labeled tree we mean a tree with $n$ vertices and $n$ distinct labels, each label assigned to one vertex.

**Theorem 12.25** The number of labeled trees with $n$ vertices is $n^{n-2}$.

**Proof:** (Prüfer sequence) There is a one-to-one correspondence between labeled trees and sequences of length $n - 2$ of integers between 1 and $n$. An integer may repeat in the sequence. The number of such sequences is clearly $n^{n-2}$. Although each vertex of the tree has a unique integer label the corresponding sequence has repeating labels. The reason for this is that the labels in the sequence refer to interior vertices of the tree and the number of times the integer corresponding to an interior vertex occurs in the sequence is related to the degree of the vertex. Integers corresponding to leaves do not appear in the sequence.

To see the one-to-one correspondence, first convert a tree to a sequence by deleting the lowest numbered leaf. If the lowest numbered leaf is $i$ and its parent is $j$, append $j$ to the tail of the sequence. Repeating the process until only two vertices remain yields the sequence. Clearly a labeled tree gives rise to only one sequence.

It remains to show how to construct a unique tree from a sequence. The proof is by induction on $n$. For $n = 1$ or $2$ the induction hypothesis is trivially true. Assume the induction hypothesis true for $n - 1$. Certain numbers from 1 to $n$ do not appear in the sequence and these numbers correspond to vertices that are leaves. Let $i$ be the lowest number not appearing in the sequence and let $j$ be the first integer in the sequence. Then $i$ corresponds to a leaf connected to vertex $j$. Delete the integer $j$ from the sequence. By the induction hypothesis there is a unique labeled tree with integer labels $1, \ldots, i-1, i+1, \ldots, n$. Add the leaf $i$ by connecting the leaf to vertex $j$. We need to argue that no other sequence can give rise to the same tree. Suppose some other sequence did. Then the $i^{th}$ integer in the sequence must be $j$. By the induction hypothesis the sequence with $j$ removed is unique.

**Algorithm**

Create leaf list - the list of labels not appearing in the Prüfer sequence. $n$ is the length of the Prüfer list plus two.

`while Prüfer sequence is non empty do`

`begin`

`p = first integer in Prüfer sequence`

`e = smallest label in leaf list`

`Add edge (p, e)`

`Delete e from leaf list`

`Delete p from Prüfer sequence`

`If p no longer appears in Prüfer sequence add p to leaf list`

`end`

There are two vertices $e$ and $f$ on leaf list, add edge $(e, f)$
12.8 Exercises

Exercise 12.1 What is the difference between saying \( f(n) = O(n^3) \) and \( f(n) = o(n^3) \)?

Exercise 12.2 If \( f(n) \sim g(n) \) what can we say about \( f(n) + g(n) \) and \( f(n) - g(n) \)?

Exercise 12.3 What is the difference between \( \sim \) and \( \Theta \)?

Exercise 12.4 If \( f(n) \) is \( O(g(n)) \) does this imply that \( g(n) \) is \( \Omega(f(n)) \)?

Exercise 12.5 What is \( \lim_{k \to \infty} \left( \frac{k-1}{k-2} \right)^{k-2} \).

Exercise 12.6 Select \( a, b, \) and \( c \) uniformly at random from \([0,1]\). The probability that \( b < a \) is \( \frac{1}{2} \). The probability that \( c < a \) is \( \frac{1}{2} \). However, the probability that both \( b \) and \( c \) are less than \( a \) is \( \frac{1}{3} \) not \( \frac{1}{4} \). Why is this? Note that the six possible permutations \( abc, acb, bac, cab, bca, \) and \( cba \), are all equally likely. Assume that \( a, b, \) and \( c \) are drawn from the interval \((0,1] \). Given that \( b < a \), what is the probability that \( c < a \)?

Exercise 12.7 Let \( A_1, A_2, \ldots, A_n \) be events. Prove that \( \text{Prob}(A_1 \cup A_2 \cup \cdots A_n) \leq \sum_{i=1}^{n} \text{Prob}(A_i) \)

Exercise 12.8 Give an example of three random variables that are pairwise independent but not fully independent.

Exercise 12.9 Give examples of nonnegative valued random variables with median >> mean. Can we have median << mean?

Exercise 12.10 Consider \( n \) samples \( x_1, x_2, \ldots, x_n \) from a Gaussian distribution of mean \( \mu \) and variance \( \sigma \). For this distribution \( m = \frac{x_1 + x_2 + \cdots + x_n}{n} \) is an unbiased estimator of \( \mu \). If \( \mu \) is known then \( \frac{1}{n} \sum_{i=1}^{n} (x_i - \mu)^2 \) is an unbiased estimator of \( \sigma^2 \). Prove that if we approximate \( \mu \) by \( m \), then \( \frac{1}{n-1} \sum_{i=1}^{n} (x_i - m)^2 \) is an unbiased estimator of \( \sigma^2 \).

Exercise 12.11 Given the distribution \( \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}(x)^2} \) what is the probability that \( x > 1 \)?

Exercise 12.12 \( e^{-\frac{x^2}{2}} \) has value 1 at \( x = 0 \) and drops off very fast as \( x \) increases. Suppose we wished to approximate \( e^{-\frac{x^2}{2}} \) by a function \( f(x) \) where
\[
 f(x) = \begin{cases} 
 1 & |x| \leq a \\
 0 & |x| > a 
\end{cases}
\]

What value of \( a \) should we use? What is the integral of the error between \( f(x) \) and \( e^{-\frac{x^2}{2}} \)?
Exercise 12.13 Given two sets of red and black balls with the number of red and black balls in each set shown in the table below.

<table>
<thead>
<tr>
<th></th>
<th>red</th>
<th>black</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>Set 2</td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>

Randomly draw a ball from one of the sets. Suppose that it turns out to be red. What is the probability that it was drawn from Set 1?

Exercise 12.14 Why cannot one prove an analogous type of theorem that states \( p(x \leq a) \leq \frac{E(x)}{a} \)?

Exercise 12.15 Compare the Markov and Chebyshev bounds for the following probability distributions

1. \( p(x) = \begin{cases} 1 & x = 1 \\ 0 & \text{otherwise} \end{cases} \)

2. \( p(x) = \begin{cases} 1/2 & 0 \leq x \leq 2 \\ 0 & \text{otherwise} \end{cases} \)

Exercise 12.16 Let \( s \) be the sum of \( n \) independent random variables \( x_1, x_2, \ldots, x_n \) where for each \( i \)

\[
    x_i = \begin{cases} 0 & \text{Prob } p \\ 1 & \text{Prob } 1-p \end{cases}
\]

1. How large must \( \delta \) be if we wish to have \( \text{Prob} \left( s < (1 - \delta) m \right) < \varepsilon \)?

2. If we wish to have \( \text{Prob} \left( s > (1 + \delta) m \right) < \varepsilon \)?

Exercise 12.17 What is the expected number of flips of a coin until a head is reached? Assume \( p \) is probability of a head on an individual flip. What is value if \( p=1/2 \)?

Exercise 12.18 Given the joint probability

<table>
<thead>
<tr>
<th>P(A,B)</th>
<th>A=0</th>
<th>A=1</th>
</tr>
</thead>
<tbody>
<tr>
<td>B=0</td>
<td>1/16</td>
<td>1/8</td>
</tr>
<tr>
<td>B=1</td>
<td>1/4</td>
<td>9/16</td>
</tr>
</tbody>
</table>

1. What is the marginal probability of \( A \)? of \( B \)?

2. What is the conditional probability of \( B \) given \( A \)?
Exercise 12.19 Consider independent random variables \( x_1, x_2, \) and \( x_3 \), each equal to zero with probability \( \frac{1}{2} \). Let \( S = x_1 + x_2 + x_3 \) and let \( F \) be event that \( S \in \{1,2\} \). Conditioning on \( F \), the variables \( x_1, x_2, \) and \( x_3 \) are still each zero with probability \( \frac{1}{2} \). Are they still independent?

Exercise 12.20 Consider rolling two dice \( A \) and \( B \). What is the probability that the sum \( S \) will add to nine? What is the probability that the sum will be 9 if the roll of \( A \) is 3?

Exercise 12.21 Write the generating function for the number of ways of producing chains using only pennies, nickels, and dimes. In how many ways can you produce 23 cents?

Exercise 12.22 A dice has six faces, each face of the dice having one of the numbers 1 through 6. The result of a role of the dice is the integer on the top face. Consider two roles of the dice. In how many ways can an integer be the sum of two roles of the dice?

Exercise 12.23 If \( a(x) \) is the generating function for the sequence \( a_0, a_1, a_2, \ldots \), for what sequence is \( a(x)(1-x) \) the generating function.

Exercise 12.24 How many ways can one draw \( n \) a's and b's with an even number of a's.

Exercise 12.25 Find the generating function for the recurrence \( a_i = 2a_{i-1} + i \) where \( a_0 = 1 \).

Exercise 12.26 Find a closed form for the generating function for the infinite sequence of prefect squares 1, 4, 9, 16, 25, \ldots

Exercise 12.27 Given that \( \frac{1}{1-x} \) is the generating function for the sequence 1, 1, \ldots, for what sequence is \( \frac{1}{1-2x} \) the generating function?

Exercise 12.28 Find a closed form for the exponential generating function for the infinite sequence of prefect squares 1, 4, 9, 16, 25, \ldots

Exercise 12.29 Prove that the \( L_2 \) norm of \( (a_1, a_2, \ldots, a_n) \) is less than or equal to the \( L_1 \) norm of \( (a_1, a_2, \ldots, a_n) \).

Exercise 12.30 Prove that there exists a \( y \), \( 0 \leq y \leq x \), such that \( f(x) = f(0) + f'(y)x \).

Exercise 12.31 Show that the eigenvectors of a matrix \( A \) are not a continuous function of changes to the matrix.

Exercise 12.32 What are the eigenvalues of the two graphs shown below? What does this say about using eigenvalues to determine if two graphs are isomorphic.
Exercise 12.33 Let $A$ be the adjacency matrix of an undirected graph $G$. Prove that eigenvalue $\lambda_1$ of $A$ is at least the average degree of $G$.

Exercise 12.34 Show that if $A$ is a symmetric matrix and $\lambda_1$ and $\lambda_2$ are distinct eigenvalues then their corresponding eigenvectors $x_1$ and $x_2$ are orthogonal. 

Hint:

Exercise 12.35 Show that a matrix is rank $k$ if and only if it has $k$ nonzero eigenvalues and eigenvalue 0 of rank $n-k$.

Exercise 12.36 Prove that maximizing $x^T A x$ is equivalent to maximizing $x^T A x$ subject to the condition that $x$ be of unit length.

Exercise 12.37 Let $A$ be a symmetric matrix with smallest eigenvalue $\lambda_{\text{min}}$. Give a bound on the largest element of $A^{-1}$.

Exercise 12.38 Let $A$ be the adjacency matrix of an $n$ vertex clique with no self loops. Thus, each row of $A$ is all ones except for the diagonal entry which is zero. What is the spectrum of $A$.

Exercise 12.39 Let $A$ be the adjacency matrix of an undirected graph $G$. Prove that the eigenvalue $\lambda_1$ of $A$ is at least the average degree of $G$.

Exercise 12.40 We are given the probability distribution for two random vectors $x$ and $y$ and we wish to stretch space to maximize the expected distance between them. Thus, we will multiply each coordinate by some quantity $a_i$. We restrict $\sum_{i=1}^{d} a_i^2 = d$. Thus, if we increase some coordinate by $a_i > 1$, some other coordinate must shrink. Given random vectors $x = (x_1, x_2, \ldots, x_d)$ and $y = (y_1, y_2, \ldots, y_d)$ how should we select $a_i$ to maximize $E(|x - y|^2)$? The $a_i$ stretch different coordinates. Assume $y_i = \begin{cases} 0 & 1 \frac{1}{2} \end{cases}$ and that $x_i$ has some arbitrary distribution.

$$E(|x - y|^2) = E \sum_{i=1}^{d} \left[a_i^2 (x_i - y_i)^2\right] = \sum_{i=1}^{d} a_i^2 E(x_i^2 - 2x_iy_i + y_i^2)$$

$$= \sum_{i=1}^{d} a_i^2 E(x_i^2 - x_i + \frac{1}{2})$$

Since $E(x_i^2) = E(x_i)$ we get . Thus, weighting the coordinates has no effect assuming $\sum_{i=1}^{d} a_i^2 = 1$. Why is this? Since $E(y_i) = \frac{1}{2}$.

$E(|x - y|^2)$ is independent of the value of $x_i$ hence its distribution.
What if \( y_i = \begin{cases} 0 & \frac{3}{4} \\ 1 & \frac{1}{4} \end{cases} \) and \( E(y_i) = \frac{1}{4} \). Then

\[
E(|x - y|^2) = \sum_{i=1}^{d} a_i^2 E(x_i^2 - 2x_i y_i + y_i^2) = \sum_{i=1}^{d} a_i^2 E(x_i - \frac{1}{2} x_i + \frac{1}{4}) = \sum_{i=1}^{d} a_i^2 \left( \frac{1}{2} E(x_i) + \frac{1}{4} \right)
\]

To maximize put all weight on the coordinate of \( x \) with highest probability of one. What if we used \( 1 \)-norm instead of the two norm?

\[
E(|x - y|) = E \sum_{i=1}^{d} a_i |x_i - y_i| = \sum_{i=1}^{d} a_i E|x_i - y_i| = \sum_{i=1}^{d} a_i b_i
\]

where \( b_i = E(x_i - y_i) \). If \( \sum_{i=1}^{d} a_i^2 = 1 \), then to maximize let \( a_i = \frac{b_i}{b} \). Taking the dot product of \( a \) and \( b \) is maximized when both are in the same direction.

**Exercise 12.41** Maximize \( x+y \) subject to the constraint that \( x^2 + y^2 = 1 \).

**Exercise 12.42** Draw a tree with 10 vertices and label each vertex with a unique integer from 1 to 10. Construct the Prfer sequence for the tree. Given the Prfer sequence recreate the tree.

**Exercise 12.43** Construct the tree corresponding to the following Prfer sequences

1. 113663
2. 552833226
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