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Abstract—Several methods have recently been proposed for modeling spatially continuous head-related transfer functions (HRTFs) using techniques based on finite-order spherical harmonic expansion. These techniques inherently impart some amount of spatial smoothing to the measured HRTFs. However, the effect this spatial smoothing has on the localization accuracy has not been analyzed. Consequently, the relationship between the order of a spherical harmonic representation for HRTFs and the maximum localization ability that can be achieved with that representation remains unknown. The present study investigates the effect that spatial smoothing has on virtual sound source localization by systematically reducing the order of a spherical-harmonic-based HRTF representation. Results of virtual localization tests indicate that accurate localization performance is retained with spherical harmonic representations as low as fourth-order, and several important physical HRTF cues are shown to be present even in a first-order representation. These results suggest that listeners do not rely on the fine details in an HRTF’s spatial structure and imply that some of the theoretically-derived bounds for HRTF sampling may be exceeding perceptual requirements.

Index Terms—Head-related transfer functions (HRTFs), spherical harmonic, spatial hearing.

I. INTRODUCTION

The perceptual cues necessary for accurate sound source localization can be adequately modeled by a head-related transfer function (HRTF). Because the HRTF contains all of the relevant acoustic localization cues, once measured it can be used to impart directional information on any single-channel sound by filtering the sound signal with the HRTF from each ear and presenting the result binaurally over headphones. Virtual auditory displays (VADs) and other technologies built around HRTF processing provide powerful tools to investigate the perceptual mechanisms of spatial hearing and take advantage of a person’s natural spatial hearing abilities. Undermining these efforts is the fact that the HRTF measured for a single ear is highly variable across individual listeners, three-dimensional space, and frequency (or time), making the generalization or customization of spatial-audio-based technology difficult. One avenue that provides hope for overcoming these challenges is the development of spatial HRTF models that are capable of representing the perceptually-relevant features of an HRTF efficiently.

A substantial amount of recent research has focused on the expansion of HRTFs onto a set of spherical basis functions called the spherical harmonics (SHs) [1]–[5]. Because spherical harmonics are spatially continuous and orthonormal, this type of expansion has the potential to provide effective solutions for several HRTF-related challenges, including efficient measurement [3], interpolation [1], [2], [4], rendering [6], compact parameterization [7], and database composition [5]. From a mathematical standpoint, these studies have shown that SH expansion can have substantial advantages over other computational models of the HRTF. However, until now these advantages have only been shown with respect to error metrics based on arithmetic differences between the spectra of the originally-measured HRTFs and those of the approximate HRTFs obtained from reduced-order SH expansions. These arithmetic differences are likely to be correlated with perceptual differences between the measured and modeled HRTFs, but without a better understanding of the specific cues listeners use to extract spatial information from the HRTF, it is difficult to make a direct prediction about the impact that a certain level of spectral error in the HRTF will have on how it is perceived by the listener. Consequently, very little is known about the impact that HRTFs produced with reduced-order SH expansion have on the perception of virtual sounds. This paper attempts to help fill this void by providing insight into the effect of spherical harmonic expansion on sound source localization in an HRTF-based virtual auditory display. Section II provides a brief overview of relevant literature necessary to explain the SH-based HRTF expansion described in Sections III and IV. Section V then presents the methodology and results of a perceptual localization experiment investigating the tradeoffs between localization accuracy and SH representation order. Finally, Section VI discusses the perceptual results in the context of previous results and remaining research questions.

II. BACKGROUND

Much progress has been made in understanding how the different acoustic details contained in the HRTF impact the perceptual properties of virtual sounds. Of particular importance...
to this study is the finding that human listeners are insensitive to the fine details in the phase spectrum of an HRTF in both localization [8] and discrimination tasks [9], as long the frequency-independent interaural time delay (ITD) at low frequencies remains intact. This means that a perceptually-valid HRTF corresponding to a single location can be encoded using only the two (right and left) monaural magnitude spectra of an HRTF and a single ITD value [8].

Other studies have also shown that listeners are insensitive to fine spectral details in the magnitude spectrum of the HRTF. These studies have used a variety of techniques for systematically varying the spectral detail in the HRTF, including techniques based on principal component analysis of the spectrum [8], techniques based on expansion of the spectrum onto a truncated Fourier basis [10], and methods that only retain the average power measured over overlapping spectral bands [11].

Less information is known about the perceptual importance of spatial detail in an HRTF. Some information concerning an HRTF's spatial structure has been gained through studies concerned with HRTF spatial interpolation. Spatial interpolation is an important practical challenge because while the HRTF itself is a continuous function of three-dimensional space, individualized HRTF measurements are usually and most easily measured only at discrete spatial locations (see [12] for an exception). This means that traditional HRTF measurements must be interpolated to allow for virtual sound source presentation at any non-measured spatial locations where playback is desired. While a number of techniques have been proposed for the HRTF interpolation problem, relatively few have been perceptually evaluated in terms of the resulting localization accuracy, typically relying on less perceptually-informative arithmetic metrics based on spectral reconstruction error. Some localization results have been obtained, however, including those of [13] and [14], demonstrating that localization performance remained unaffected when an HRTF is interpolated from a measurement grid with as much as 20 degrees between sample locations. This perceptually-minimal resolution stands in direct contrast to the physical resolution requirements laid out by [15], who showed that measurements must be made at a minimum resolution of approximately five degrees in the horizontal plane to capture all of the acoustic details in an HRTF.

When taken together, the results of these HRTF interpolation studies suggest that many of the spatial details contained in an HRTF are also perceptually irrelevant to localization, just as it has been shown that many of the spectral details in the magnitude and phase of the HRTF are largely irrelevant to the perceived locations of sounds. This concept is exploited by a growing class of HRTF interpolation and modeling techniques that expand the HRTF onto spherical harmonic basis functions, a set of orthonormal functions defined on the sphere. The main advantage of this technique is that a continuous HRTF at all spherical angles can be modeled with a relatively small set of SH expansion coefficients (compared to the necessity of multiple filter coefficients for each spatial location using traditional methods). One of the first applications of SH-related techniques to the interpolation of HRTFs was described by [16]. This study investigated the expansion of HRTFs first onto a set of statistically-optimal complex basis functions via Karhunen-Loeve Expansion (KLE), using a SH-based regularized fitting method (spherical thin-plate splines) to obtain KLE parameters at locations that had not been measured. While no perceptual evaluation was included in [16], [14] later adapted the technique to use PCA coefficients and obtained the interpolation results discussed previously.

A more traditional and straightforward approach is to expand the HRTF itself (in one form or another) directly onto a set of spherical harmonic basis functions. The resulting SH weights (coefficients) can then be used to calculate the HRTF at any spherical angle (as detailed in Section III). With this formulation, the spatial detail contained in an HRTF can also be systematically smoothed by a simple truncation of the expansion order. [7], one of the first studies applying spherical harmonic expansion directly to HRTFs, showed that 90% of the spatial energy in both the magnitude and phase of an HRTF could be separately modeled with only a seventh-order SH representation (64 expansion coefficients). This effort appears to have been the first to directly analyze the HRTF in the SH domain. While Evan's technique required a somewhat impractical set of measurement locations to enable direct computation of SH coefficients, similar techniques have since been investigated by [1] and [17] for fitting an HRTF's complex frequency response based on arbitrarily spaced measurements.

More recently, SH-based interpolation techniques have been introduced based on the reciprocal view of HRTFs introduced by [18]. Using the reciprocity principle, an HRTF can be measured by recording the signal arriving at a particular location in space when a signal is presented from a miniature driver placed inside a subject's ear canal, the reciprocal setup of conventional HRTF collection techniques. Within this framework, methods based on wavefield expansion can be applied to HRTFs, allowing for accurate interpolation in spherical angle, range, and frequency [2]. Because this model represents a physical wave, theoretical bounds can be placed on the problem to determine the required SH truncation order and the number of spatial locations that need to be sampled given a particular source bandwidth. [2] showed that if one assumes a 15-kHz bandwidth for a typical HRTF measurement, the theoretical bound corresponds to a 34th-order model requiring measurements at over 1200 spatial locations. These numbers are comparable to the physical resolution requirements described earlier by [15] for the horizontal plane and again highlight the large discrepancy between the number of spatial measurements required to capture all of the physical properties of the HRTF and the comparatively small number of measurements required when simple interpolation strategies are used.

The HRTF interpolation literature seems to suggest that some amount of spatial detail in an HRTF is perceptually irrelevant, a finding that SH-based HRTF models are well suited to exploit. Unfortunately, little perceptual evaluation of SH-based techniques has taken place and, without a firm understanding of the perceptual salience of spatial detail, current SH-based models seem to be exceeding the perceptual requirements for accurate localization, limiting their utility as practical models for HRTFs. The present study seeks to examine the tradeoff between the truncation of a SH-based representation and perceptual accuracy in the resulting virtual auditory display.
III. SPHERICAL HARMONIC EXPANSION

Depending on application-specific convenience and author proclivities, the precise definition of the spherical harmonic basis functions differs greatly, so even within the field of acoustics care must be taken when comparing equations across the literature. For this study, special attention is called to the fact that the spherical coordinate system over which the basis functions are defined was chosen to be the interaural-polar coordinate system common to auditory perception literature and shown in Fig. 1 rather than the conventional vertical-polar spherical coordinate system commonly employed in the field of physical acoustics. It is also worth noting that the real form of the orthonormal spherical harmonics was utilized in order to provide a model with real expansion coefficients. A detailed comparison of the real and complex spherical harmonics in the context of wave-field expansion is given in [19].

Assuming the interaural polar coordinate system as shown in Fig. 1, the real spherical harmonic basis functions are defined in (1) for integer indexes of $n : [0, \infty]$ and $m : [-n, n]$.

$$Y_{nm}(\phi, \theta) = \begin{cases} \frac{(2n+1)}{4\pi} P^m_n(\sin(\theta)) & \text{for } m = 0 \\ \sqrt{\frac{(2n+1)}{2m}} \frac{(n-|m|)!}{(n+|m|)!} P^m_n(\sin(\theta)) \cos(m\phi) & \text{for } m > 0 \\ \sqrt{\frac{(2n+1)}{2m}} \frac{(n-|m|)!}{(n+|m|)!} P^m_n(\sin(\theta)) \sin(|m|\phi) & \text{for } m < 0 \end{cases}$$

In the equations above, $P^m_n$ represents the associated Legendre polynomial of order $n$ and degree $m$, as defined by [20]. The real spherical harmonic basis functions, shown in Fig. 2 for orders 0 through 4, form a complete orthonormal basis for any square-integrable function defined in terms of spherical coordinates. This means an arbitrary continuous spherical function $f(\phi, \theta)$ (assumed to be spatially band limited) can be expanded onto a finite set of spherical harmonics as in (2).

$$f(\phi, \theta) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} Y_{nm}(\phi, \theta) C_{nm}$$

The set of weights, $C_{nm}$, are known as the spherical harmonic coefficients and carry information about how the function $f(\phi, \theta)$ varies across space. The number of these coefficients is dictated by the maximum SH expansion order (a.k.a. truncation order), $P$, and can be shown to be equal to $(P + 1)^2$. Because of the orthonormal properties of the spherical harmonics, for an arbitrary continuous spherical function $f(\phi, \theta)$, the spherical harmonic weights can be calculated directly as shown in (3).

$$C_{nm} = \int_0^{2\pi} \int_0^\pi f(\phi, \theta) Y_{nm}(\phi, \theta) \cos \theta d\phi d\theta$$

A. Least-Squares Fitting

Unfortunately, in most practical situations only samples of the underlying continuous spatial function are available. For this situation, an exact solution only exists for a select number of predefined measurement grids such as the one used by [7]. For arbitrary grids, the SH coefficients are typically estimated by forming a system of linear equations using the discretized version of (2) repeated $S$ times, one for each spatial location $\{\phi_i, \theta_i\}_{i=1}^S$ [1], [17]. This system is given in matrix form by (4).

$$f = Yc$$

where $f = [f(\phi_1, \theta_1), f(\phi_2, \theta_2), \cdots, f(\phi_S, \theta_S)]^T$

$$c = [C_{00}, C_{1-1}, C_{10}, C_{11}, \cdots, C_{P-P}]^T$$

$$Y = [y_{00}, y_{1-1}, y_{10}, y_{11}, \cdots, y_{PP}]$$

and

$$y_{nm} = [Y_{nm}(\phi_1, \theta_1), \cdots, Y_{nm}(\phi_S, \theta_S)]^T$$
In this form, we can use the Moore-Penrose pseudo-inverse to find the unique least squares estimate of the coefficient vector $\mathbf{c}$ according to (6), provided we have more spatial samples than the number of spherical harmonic coefficients we are trying to calculate ($S > (P + 1)^2$).

$$\hat{\mathbf{c}} = (\mathbf{Y}^T \mathbf{Y})^{-1} \mathbf{Y}^T \mathbf{f}$$

(6)

In practice, due to noise in the measurements this method can require up to twice as many spatial samples as the number of SH coefficients ($S > 2(P + 1)^2$) to obtain satisfactory results and may need additional regularization if entire portions of the sphere are not sampled, a scenario that often arises due to the absence of HRTF measurements at low elevations in typical setups [1], but not a concern for the measurement setup utilized in the present study.

IV. HRTF COLLECTION AND MODELING

At the start of each experimental session, HRTFs were measured for the subject using the procedure described in [21]. In short, the subject was outfitted with a pair of custom-made in-ear microphones and situated in the center of a 7-foot-radius geodesic speaker array housed in the large anechoic chamber at Wright-Patterson AFB, OH, as pictured in Fig. 3. Subjects were instructed to remain still but were left unconstrained while periodic chirp signals with a 200-Hz to 15-kHz bandwidth were presented sequentially from 277 loudspeaker locations and recorded binaurally. The resulting recordings were used along with the presentation signal to calculate the HRTF for each location and ear using frequency-domain division. Converting the HRTFs back to the time domain, the head-related impulse responses (HRIRs) were then windowed with 10-ms Hamming windows to reduce the effects of residual echoes within the facility, and filtered to compensate for the response of the amplifiers, speakers, and headphones. ITDs were extracted from the HRIRs by finding the slope of the best-fit line to the unwrapped phase difference between the right and left HRIRs between 300 Hz and 1500 Hz. Lastly, the HRIR for each ear and location was converted to a minimum-phase filter and truncated to 256 taps.

The minimum-phase filters that resulted were then converted to the frequency domain using a 256-point DFT, and the magnitude of each DFT coefficient was converted into decibels to better reflect the nonlinear scaling of the peripheral auditory system. Because the magnitude response was even, only $K/2 + 1$ magnitude coefficients of a $K$-point DFT were unique, meaning that the HRTF for a single location could be encoded with $K + 1$ real-valued parameters, $K/2 + 1$ parameters representing the unique decibel-magnitude for each ear along with a single ITD value. The spatial measurement vector, $\mathbf{f}$, was then formed by one parameter (e.g., the ITD) at each location and arranging them in a column vector. In this way each HRTF parameter was treated as a spatial function and expanded independently using the least-squares spherical harmonic fitting discussed above.

From the resulting SH coefficients, the HRTF parameters were then calculated for 245 test locations (as discussed below) by using (4) with the coordinates of the $S$ measurement locations replaced by the coordinates of the 245 test locations. For SH HRTFs of order $P$, only the coefficients and SH basis functions corresponding to orders 0 through $P$ were included in the calculation. HRTF filters were then reconstructed for each ear by using the symmetry property of the HRTF magnitude, converting the magnitude to the linear domain, calculating the 256-point inverse DFT, and delaying the contralateral ear filter by the corresponding ITD. A set of baseline virtual HRTFs was also created for each test location by interpolating the measured HRTFs for each subject using the conventional nearest neighbor (NN) approach described in detail by [13] and [14].

In the methods of Section III, the spatial function, $f(\phi, \theta)$, was left as an arbitrary function to illustrate that the methods behind spherical harmonic expansion do not depend on what spherical function is being expanded. As mentioned above, [7] proposed using real SH basis functions and expanding the HRTF magnitude and phase independently, while [1] and [17] expanded the complex frequency response onto complex SH basis functions. The choice of HRTF parameters utilized here (right and left decibel magnitude spectra and the corresponding ITDs) were chosen because the current work is focused on defining a perceptually-efficient HRTF representation (rather than one that is focused on physical accuracy), and this form of representation has been shown to preserve all of the perceptually-relevant information contained in a measured HRTF for a single location [8] while providing a saving in terms of the number of parameters describing an HRTF at a single location. Additionally, the decibel-magnitude HRTF parameters used here seem to better preserve contralateral spectral structure when the SH representation is truncated to low orders. Fig. 4 shows the RMS spectral error for left-ear HRTFs along the horizontal plane when modeled using in-house implementations of the methods proposed by [1] and [7], and those presented here. All three methods produced reasonable results both in terms of modeling error and in casual listening tests for
high-order representations. However, as the truncation order was reduced, the current implementation (Real SH, $H_{dB}$) seemed to do the best job preserving contralateral HRTFs (negative azimuths in Fig. 4).

With the current spherical harmonic representation, the amount of spatial detail contained in the HRTF can be systematically reduced by decreasing the SH truncation order $P$. Because the higher-order SH basis functions capture more rapid spatial variation, truncation of the expansion leads to progressively smoother spatial representations of the HRTF. While the progressive truncation is beneficial to modeling efficiency (lower-order models require fewer SH coefficients), additional smoothing will inherently increase the amount of error between the HRTF model and the underlying measurements. Fig. 5 shows the average RMS spectral error (in decibels) for HRTFs modeled with the indicated truncation order as a function of frequency. As can be seen, the greatest decrease in spectral error occurs in going from a zeroth-order to a first-order representation. Because the zeroth-order basis function contains no spatial variation, these coefficients actually represent the average or “diffuse field” HRTF, and the first-order coefficients are the first to provide any actual spatial detail. In general, the amount of modeling error for a given truncation order increases as a function of frequency. However, for the 15-kHz bandwidth used in the current investigation, modeling error is always within approximately one dB for a 14th-order representation.

V. PERCEPTUAL EVALUATION OF TRUNCATED SPHERICAL HARMONIC HRTFS

While previous research suggests that high-order SH representations contain sufficient detail to preserve localization accuracy found with measured HRTFs [2], it is unclear how the modeling errors apparent in the current low-order truncated SH model will affect perception. In order to examine the effects of SH model truncations and to identify the minimal SH truncation order that preserves localization accuracy, a virtual localization task was conducted in which performance using full-resolution individualized HRTFs was compared with performance with HRTFs that had been expanded using SH models of various truncation orders following the method described above.

A. Stimuli

The stimuli were 250-ms bursts of white noise, which had been bandpass filtered between 500 Hz and 15 kHz and windowed with 10-ms onset and offset ramps. On each trial, a target stimulus was presented at a location that corresponded to one of 245 speaker locations above –45 degrees in elevation. Low
elevations were excluded from testing because of interference from the subject platform contained in the Auditory Localization Facility (ALF). Virtual stimuli were convolved with the appropriate HRTF based on the test condition and location and presented to the subject through a pair of custom earphones (described in [21]). Within a block of trials, only one HRTF condition was tested, and the order in which the subjects completed the blocks was randomized. Prior to the virtual localization task, subjects also completed three 60-trial blocks in which stimuli were presented from the physical speaker locations.

B. Experimental Procedure

Seven subjects with normal hearing (standard audiometric thresholds within 20-dB HL at all frequencies) participated in experimental sessions over the course of four weeks. At the beginning of each 30-minute experimental session, a set of HRTFs and the corresponding headphone correction were measured using the procedure outlined above. This overall process from microphone fitting to the end of collection took approximately 5–6 minutes, after which the subject was asked to complete three 60-trial blocks of a localization task. On each trial the subject was presented with a stimulus and asked to indicate the perceived direction by orientating a 6-DOF tracked wand toward the perceived location and pressing a response button. The subject was made aware of the wand’s orientation because it illuminated LED clusters mounted on each speaker as the subject pointed to that speaker. In this way, the subject was in fact making a discrete response confined to the locations of actual speaker locations within the ALF. The correct location was then presented to the subject by illuminating the LEDs on the target speaker location, which had to be acknowledged by the subject via a button press. Subjects were required to reorient toward the speaker directly in front of the sphere before they could initiate the start of the next trial by again pressing the button.

C. Results

Fig. 6 shows the average absolute angular localization errors averaged over all seven subjects for each test condition. This figure also shows the average results in terms of the error component that fell along the interaural axis (Lateral) and the component along a cone of confusion (Intraconic). For each error type, the asterisk indicates test conditions that were significantly different from the free-field conditions (FF). Statistical significance was determined using a paired t-test with Tukey-Kramer correction for multiple comparisons at a 95% confidence level. The general trend shows a slight increase in total angular error as the spherical harmonic order is decreased from around 12° for the free-field condition to approximately 17° for the 2nd-order SH condition, a span of only 5°. Similar trends are seen when the total error is broken down into its lateral and intraconic components, and for all conditions the largest component of the total error occurred in the intraconic dimension. Results for the 2nd-order SH condition was significantly different from free-field in terms of all three types of error, while the 4th-order SH condition showed significant difference only in the lateral dimension.

Fig. 7 shows the total angular error results broken out by subject. Excluding Subject 47, all subjects achieved their lowest average localization errors with the free-field sources (FF). Subjects 1438 and 1208, showed a large difference between the free-field conditions and even the best virtual conditions, possibly indicating a poor baseline HRTF. Despite this, all subjects showed a general increase in localization error as the spherical harmonic truncation order was reduced, and the greatest amount of error occurred with a 2nd order SH representation (SH2).

To further investigate how the SH model truncation affects response distributions the localization results were also analyzed in terms of response bias and response blur. Here the response bias is defined as the average absolute angular separation between a target location and the response centroid, while the response blur is defined as the average absolute angular distance between a response location and the response centroid. All centroids were calculated separately for each subject, stimulus condition, and location. The resulting angular errors were averaged over subject and location and presented in Fig. 8. Despite the spatial smoothing properties of SH model truncation, the relative contributions of response bias and response blur tend to remain fairly consistent as the SH model order is reduced. Moreover, a significant difference is seen for the 2nd order SH condition both in terms of response blur and response bias, indicating that reducing the model order did not just result in an increase in response variance.
VI. DISCUSSION

The most surprising result of this study is the extent to which the listeners’ localization responses were robust to the spectral errors introduced by low-order SH reconstruction of the HRTF. Even in the SH2 condition, where the spatial reconstruction was restricted to only a 2nd-order representation, listeners were able to localize with a mean absolute angular error of just 17°, which is only 5° worse than the 12° error obtained in the free-field condition of the experiment. It is worth noting that localization studies conducted in the same setup used in this experiment but with non-individualized HRTFs (measured on a KEMAR manikin) have produced overall localization errors on the order of 28° [22], which is much worse than performance in the SH2 condition tested in this experiment.

To put these results in perspective, it is helpful to compare them to those of other studies that have compared free-field and virtual localization under similar conditions. While strictly speaking, the discrete response grid of the current task makes it one of location identification rather than pure localization, the current loudspeaker array seems sufficiently dense to accurately capture aggregated response data consistent with true localization tasks reported in the literature. The overall free-field localization error of 12° appears quite reasonable, and it is definitely comparable to, or better than, the free-field errors reported in other studies examining the localization of a brief sound stimulus that could be distributed anywhere on the surface of the sphere [21], [23], [24].

The virtual localization errors in the nearest neighbor condition (NN, ≈13°) were also quite good, and in fact are among the best reported for virtual sound localization [25], [23], [14]. Of note here is that neither the HRTF collection or the localization task included head fixation, which means that the HRTFs used in the baseline NN condition were in fact interpolated to correspond to a head-relative loudspeaker position at the time of presentation. These results ensure that the drop in localization accuracy observed for low-order HRTFs are in fact due to the SH order reduction and not artifacts found in the HRTF measurements before SH analysis was applied.

Thus, it appears that the SH conditions of the experiment, and in particular those of the SH4-SH14 conditions, effectively capture almost all of the relevant individual-specific spatial information contained in the HRTFs. This implies that the perceptual system does not rely on the finer spatial structure contained in measured HRTFs for localization judgments. This result is in agreement with the HRTF interpolation work of [13], and [14], and further highlights the fact that the theoretical bounds placed on physical reconstruction of HRTFs like those of [2] and [15] far exceed the requirements of the auditory system.

An important note here is that these results apply to localization performance. Other perceptual factors such as perceived source width, source distance, and overall subjective quality might be affected by these low order representations. Preliminary results from subsequent experiments completed in our laboratory indicate that subjective quality ratings of these other factors may begin to decline more rapidly than localization accuracy when the SH order is reduced. It is currently unclear whether these early findings relate to the process of SH truncation and spatial smoothing, or whether they are related to the removal of echoic features in the original measured HRTFs. For applications where these subjective spatial attributes may be important, additional testing will be needed to determine the effects of this type of SH modeling.

Perhaps the most surprising result of the experiment is the high level of performance that was achieved with just the 2nd-order (SH2) representation of the HRTF. This seems to imply that a large amount of reliable localization information is present in the first and 2nd-order coefficients. In his discussion, [7] noted that the three first-order spherical harmonic coefficients might be particularly interesting from an analysis perspective. Due to their simple shapes and orientations, the first-order basis functions capture spatial variations in the underlying HRTF, which correspond to purely up-down, left-right, or front-back differences in the HRTF (these are also the three basis functions used in traditional ambisonic techniques [26]). Further analysis of these first-order coefficients shows that a number of existing phenomena seen in spatial auditory perception literature could have physical roots described by these first-order coefficients.

Fig. 9 shows the three spectra that result from taking the RMS energy for each of the three first order SH coefficients across the seven subjects in the current study at each frequency for the left ear. Not surprisingly, the largest amount of energy is contained in the coefficient that captures the left-right variation. This coefficient also clearly shows a frequency dependence, which is likely attributed to the left-right level difference caused by the head shadow. Both the up-down and the front-back coefficients show isolated spectral regions in which they contain a peak energy level. The center frequencies of these peaks align quite well with the perceptually derived “directional bands” described by [27] for the “forward” region around 4 kHz as well as the “overhead” region around 8 kHz. The second smaller peak in the up-down coefficient energy above 10 kHz could also be linked to the perceptual observation by [28] that the rate of front-back
confusions increased dramatically when this region was eliminated by low-pass filtering the stimuli.

Some amount of individuality is also retained in the first-order coefficients. Fig. 10 shows the energy of the three first-order coefficients for the experimental subjects. While overall spectral shapes seem similar between subjects, differences can be seen, especially for the up-down coefficient plotted in the top panel. Interestingly, by color-coding the energy curves according to the subject’s height (dark is taller, light is shorter) there seems to be a general trend for frequency of the maximum up-down energy to increase with decreasing subject height. This would agree with the findings of [29] who showed vertical localization errors could be reduced by frequency scaling a subject’s HRTF based on a parameter related to subject height. This relationship is highlighted more formally in Fig. 11, where for each subject, the frequency of maximum energy for the up-down coefficient was plotted against the subject’s height.

While these somewhat casual observations based on first-order coefficients may help explain why localization accuracy remains reasonable for the 2nd-order representation, they cannot explain why the departure from free-field accuracy occurs between 42th and 2nd order. Additional insight into the physical features responsible for these results may be gleaned from further analysis of the resulting modeled HRTFs. Fig. 12 shows reconstructed magnitude spectra for the left ears of three representative subjects (columns) and three different truncation orders (rows). In each panel the median-plane HRTF magnitude (in dB) is shown as a function of frequency (ordinate) and angle around the median plane (abscissa). The median-plane HRTF shown here is the HRTF magnitude response in decibels minus the average magnitude response taken over all median plane locations. Shading is used to represent the level of each angle-frequency bin, and the contour line separates regions with positive (light) and negative (dark) values.
Considering first the 14th-order representation, each subject clearly shows the intricate and individualized set of spectral patterns, which are widely accepted to be the physical features utilized for accurate localization within the median plane. As the spherical harmonic order is further reduced, the spatial smoothing that results from model truncation becomes evident as smaller, more localized features begin to disappear in the 4th-order representations, and are completely replaced by large global regions in the 2nd-order models. Combining these observations with the perceptual results indicates that the removal of small isolated spectro-spatial features apparent in going from 14th to 4th order have little impact on localization accuracy, while disruption of larger features (like the removal of the rear 8-kHz elevation notch for Subject 47) begins to cause more dramatic losses of localization accuracy. While definite conclusions cannot be drawn from these observations alone, they seem to support previous hypotheses linking the presence of “macroscopic” features in the median plane HRTF to localization accuracy [30].

In terms of modeling efficiency, the fact that only a 4th-order model needs to be used means that an HRTF can be represented with $25 \times (K + 3)$ real-valued parameters which, assuming $K = 256$ taps in each FIR HRTF filter and $S = 300$ spatial measurements, means that a perceptually valid HRTF can be stored with just over $4\%$ of the parameters required to represent the original, measured HRTF. This puts the truncated SH model on par with the traditional spectral-based PCA approaches such as [8], which require approximately $2.5\%$ of the number of coefficients in the measured form. Perhaps the clearest comparison can be made to the spatial PCA approach introduced by [31], who found accurate reconstruction performance could be achieved with 35 spatial basis functions which had been derived optimally from a database of HRTFs. While the SH-based method presented here required fewer spatial basis functions (25 versus 35) it is not known whether adequate performance could be achieved with a reduced basis since no localization tests were included.

The localization results for the 4th-order model would also imply that an HRTF that preserves localization accuracy could be estimated with as few as 26 spatial measurement locations since this is all that is required to ensure a unique solution to (4) with $P = 4$. Additionally, as shown in Fig. 5, modeling error with low-order models was much smaller at low frequencies, implying that increased modeling efficiency may be attainable with a frequency-dependent truncation scheme. An even larger gain could potentially be accomplished if the technique above were integrated with a scheme to approximate the spectral resolution of the auditory system.

VII. CONCLUSION

The current study introduced a new model for representing head-related transfer functions that permits the systematic removal of spatial detail. It was found that a large amount of spatial detail could be eliminated without affecting localization accuracy. This finding implies that theoretical bounds for minimal HRTF representations derived from purely acoustic considerations may be grossly overestimating the requirements from a perceptual standpoint.

The current SH-based HRTF model was also shown to produce model HRTFs with a spectral distortion of less than 1 dB across the frequency range from 300 Hz to 14 kHz when a 14th-order representation was used. Free-field comparable localization performance could be retained with model orders as low as 4, giving the technique similar efficiency to previous statistically-based approaches for HRTF representation. This finding has implications for the way HRTFs are modeled, stored, and used to render virtual auditory displays, as well as how soundscapes in general are captured for eventual playback.
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