Chapter 8
Robust Features in Deep Learning-Based Speech Recognition


Abstract  Recent progress in deep learning has revolutionized speech recognition research, with Deep Neural Networks (DNNs) becoming the new state of the art for acoustic modeling. DNNs offer significantly lower speech recognition error rates compared to those provided by the previously used Gaussian Mixture Models (GMMs). Unfortunately, DNNs are data sensitive, and unseen data conditions can deteriorate their performance. Acoustic distortions such as noise, reverberation, channel differences, etc. add variation to the speech signal, which in turn impact DNN acoustic model performance. A straightforward solution to this issue is training the DNN models with these types of variation, which typically provides quite impressive performance. However, anticipating such variation is not always possible; in these cases, DNN recognition performance can deteriorate quite sharply.

To avoid subjecting acoustic models to such variation, robust features have traditionally been used to create an invariant representation of the acoustic space. Most commonly, robust feature-extraction strategies have explored three principal areas: (a) enhancing the speech signal, with a goal of improving the perceptual quality of speech; (b) reducing the distortion footprint, with signal-theoretic techniques used to learn the distortion characteristics and subsequently filter them out of the speech signal; and finally (c) leveraging knowledge from auditory neuroscience and psychoacoustics, by using robust features inspired by auditory perception.

In this chapter, we present prominent robust feature-extraction strategies explored by the speech recognition research community, and we discuss their relevance to coping with data-mismatch problems in DNN-based acoustic modeling. We present results demonstrating the efficacy of robust features in the new paradigm of DNN acoustic models. And we discuss future directions in feature design for mak-
ing speech recognition systems more robust to unseen acoustic conditions. Note that the approaches discussed in this chapter focus primarily on single channel data.

8.1 Introduction

Before the advent of deep learning, Gaussian Mixture Model (GMM)-based Hidden Markov Models (HMM) were the state-of-the-art acoustic models for automatic speech recognition (ASR) systems. However, GMM-HMM systems are susceptible to background noise and channel distortions, and a small mismatch between training and testing conditions can make speech recognition a futile effort. To counter this issue, the speech research community undertook significant efforts to reduce the mismatch between training and testing conditions by processing the speech signal, either through speech enhancement [115, 106] or by using robust signal-processing techniques [26, 62, 112, 77]. Studies also explored making acoustic models more robust by either using data augmentation or introducing a reliability mask [65, 29, 18].

The emergence of Deep Neural Network (DNN) architecture has significantly boosted speech recognition performance. Several studies [85, 102, 64] demonstrated significant improvement in speech recognition performance from DNNs compared to their GMM-HMM counterparts. Recent studies [103, 23] showed that DNNs work quite well for noisy speech and again significantly improve performance under these conditions compared to GMM-HMM systems. Given the versatility of DNN systems, it has been stated [120] that speaker normalization techniques, such as Vocal Tract Length Normalization (VTLN) [122] do not significantly improve speech recognition accuracy, as the DNN architectures rich multiple projections through multiple hidden layers enable it to learn a speaker-invariant data representation.

State-of-the-art DNN architectures also deviate from using traditional cepstral representation to instead employing simpler spectral representations. While GMM-HMM architectures necessitated uncorrelated observations due to their widely used diagonal covariance design (which in turn required that the observations undergo a decorrelation step using the popular Discrete Cosine Transform (DCT)), DNN architectures suffer no such requirement. Rather, the neural network architectures are known to benefit from cross-correlations [81] and hence demonstrate similar or better performance when using spectral features rather than their cepstral counterparts [103].

The Convolutional Neural Network (CNN) [2, 50] is often found to outperform fully connected DNN architectures [1]. CNNs are also expected to be noise robust [2], especially when noise or distortion is localized in the spectrum. Speaker-normalization techniques, such as VTLN [122], are also found to have less impact on speech recognition accuracy for CNNs as compared to for DNNs. With CNNs, the localized convolution filters across frequency tend to normalize the spectral variations in speech arising from vocal tract length differences, enabling the CNNs to learn speaker-invariant data representations. Recent results [84, 83, 80] confirm that CNNs are more robust to noise and channel degradations than DNNs. Typically
for speech recognition, a single layer of convolution filters is used on the input-contextualized feature space to create multiple feature maps that, in turn, are fed to fully connected DNNs. However, in [96], adding multiple convolution layers (usually up to two) was shown to improve performance of CNN systems beyond their single-layer counterparts. A recent study [74] observed that performing convolution across the time and frequency dimensions gives better performance than that provided by the CNN counterparts, especially for reverberated speech. Temporal processing through the use of Time-Delay Neural Networks (TDNNs) provided impressive results when dealing with reverberated speech [91].

DNN models can be quite sensitive to data mismatches, and changes in the background acoustic conditions can result in catastrophic failure of such models. Further, any unseen distortion introduced at the input layers of the DNN results in a chain reaction of distortion propagation through the DNN. Typically, deeper neural nets offer better speech recognition performance for seen data conditions than shallower neural nets; while the shallower nets are relatively robust to unseen data conditions [75]. This observation is a direct consequence of distortion propagation through the hidden layers of the neural nets, where deeper neural nets typically have more distorted information at their output-activation level compared to shallower ones, as shown by Bengio [11]. The literature reports that data augmentation to match the evaluation condition [90, 61] improves the robustness of DNN acoustic models and combats data mismatch. All such conditions assume that we have a priori knowledge about the kind of distortion that the model will see, which is often quite difficult, if not impossible, to achieve. For example, ASR systems deployed in the wild encounter unpredictable and highly dynamic acoustic conditions that are unique and hence difficult to augment.

A series of speech recognition challenges (MGB [9]; CHiME-3 [6]; ASpIRE [45]; REVERB-2014 [67]; and many more) revealed the vulnerability of DNN systems to realistic acoustic conditions and variations, and has resulted in innovative ways for making DNN-based acoustic models more robust to unseen data conditions. Typically, robust acoustic features are used to improve acoustic models when dealing with noisy and channel-degraded acoustic data [84, 83, 80]. A recent study [97] showed that instead of performing ad-hoc signal processing, as typically is done for robust feature generation, one can directly use the raw signal and employ a Long Short-Term Memory (LSTM) neural net to perform the signal processing for a DNN acoustic model where the feature-extraction step parameters are jointly optimized with the acoustic model parameters. Although such an approach is intriguing for future speech recognition research, unknown is both whether the limited training data would impact acoustic model behavior and how well such systems generalize to unseen data conditions, where feature transforms learned in a data-driven way may not generalize well for out-of-domain acoustic data.

Model adaptation is another alternative for dealing with unseen acoustic data. Several studies have explored novel ways of performing unsupervised adaptation of DNN acoustic models [118, 98, 88], where techniques based on Maximum Likelihood Linear Regression (MLLR) transforms, i-vectors, etc. have shown impressive performance gains over un-adapted models. Supervised adaptation with a limited
set of transcribed target domain data is typically found to be helpful [7], and such approaches mostly involve updating the DNN parameters with the supervised adaptation data with some regularization. The effectiveness of such approaches is usually proportional to the volume of available adaptation data; however, such systems are typically found to digress away from the original training data and to learn the details of the target adaptation data. A solution for coping with this issue was proposed in [121], where a Kullback-Leibler Divergence (KLD) regularization was proposed for DNN adaptation, which differs from the typically used L2 regularization [68] in the sense that it constrains the model parameters themselves rather than the output probabilities.

In the next sections, we first provide a brief historical background of acoustic features as used in ASR systems, present some of the prominent robust feature-extraction strategies that have been used in the literature, and discuss how some of those features have been used in the current DNN-based acoustic models.

### 8.2 Background

The study of speech technologies began during the second half of the 18th century, with an attempt to create machines that imitate the process of human speech production [59]. Acoustic-phonetics dominated the early years of modern speech recognition research, with analysis of acoustic realizations of phonetic elements in spoken utterances being the primary focus. Vocal-tract resonances or formant structures in speech at sustained vowel contexts was widely researched, and the vowel space with respect to formant frequency values was defined [19, 40].

In the late 1960s, Linear Predictive Coding (LPC) [3, 56] was introduced, which enabled estimating the vocal-tract response from speech waveforms. Introduction of LPC, in turn, enabled designing pattern-recognition methodologies that recognized speech using LPC-based information [55, 93]. In 1980, Davis and Mermelstein [20] first introduced Mel-Frequency Cepstral Coefficients (MFCCs), which have since served as the acoustic feature of choice across all speech applications. The steps involved in MFCC feature computation consist of (1) short-time Fourier analysis using Hamming windows; (2) weighting of the short-time magnitude spectrum by a series of triangularly shaped filterbanks with peaks that are equally spaced in frequency according to the mel scale; (3) computation of the log of the total energy in the weighted spectrum; and (4) computation of a relatively small number of coefficients of the inverse Discrete Cosine Transform (DCT) of the log-power coefficients for each channel. The mel-filterbank crudely mimics human auditory filtering; the log-compression mimics the nonlinear psychophysical transfer function for intensity; and the inverse DCT provides a low-pass Fourier series representation of the frequency-warped log spectrum, where the fine structure corresponding to source information is filtered out, retaining mostly the phonetic content of speech.

The Perceptual Linear Prediction (PLP) feature is somewhat different than the
MFCC feature, but the motivating principles behind both features are similar. The steps involved in PLP feature extraction are as follows: (1) short-time Fourier analysis using Hamming windows (as in MFCC processing); (2) weighting of the power spectrum by a set of asymmetrical functions that are spaced according to the Bark scale, and that are based on the auditory masking curves of [99]; (3) pre-emphasis to simulate the equal-loudness curve suggested by Makhoul and Cosell [70], to model the loudness contours of Fletcher and Munson (as in Fig. 8.10); (4) a power-law nonlinearity with exponent 0.33 as suggested by Stevens et al. [107] to describe the intensity transfer function; (5) a smoothed approximation to the frequency response obtained by all-pole modeling; and (6) application of a linear recursion that converts the coefficients of the all-pole model to cepstral coefficients.

In this section, we briefly discussed how speech science evolved and the motivation behind conventional feature-extraction techniques and described the steps involved. Next, we describe the various facets of speech-signal processing that have been explored to improve performance and robustness of automatic speech recognition systems.

8.3 Approaches

Since the introduction of Automatic Speech Recognition (ASR) systems, a tremendous effort has been made toward understanding the problem of speech recognition and making such systems more robust, with reliability of ASR systems under realistic background conditions being a critical research topic. Digitized audio signals serve as input to ASR systems, and therefore, signal-processing methodologies have been exhaustively investigated for coping with background conditions, with an aim of producing invariant speech representations that least impact ASR acoustic-model performance and thus speech recognition quality. The study of robust features explores different signal-processing techniques that produce reliable and invariant speech representations, where the phonetic classes are more easily recognizable, and the background distortions are minimized. In this section, we discuss robust feature-extraction techniques that have been investigated in the ASR research literature.

8.3.1 Speech Enhancement

Speech enhancement has received a tremendous amount of attention over the previous few decades. A detailed exploration of the different speech-enhancement techniques can be found in [10]. Most speech-enhancement techniques aim to modify the Short-Time Spectral Amplitude (STSA) of noisy speech signals. Subtractive-type speech-enhancement techniques assume that background noise is locally stationary, such that the noise characteristics can be estimated from the speech ab-
sent/pause regions. Since the introduction of the spectral subtraction algorithm [13], several variants/enhancements of subtractive algorithms have been proposed [8, 44]. In [115], a detailed analysis of the various subtraction parameters was explored, and a generalized spectral subtraction algorithm that adapts its parameters based on the masking properties of the human auditory system was presented.

In [31], robustness of ASR systems was investigated where speech in additive noise conditions was considered. The ETSI (European Telecommunications Standards Institute) basic [25] and advanced [26] frontends have been proposed for Distributed Speech Recognition (DSR). Such frontends performed speech enhancement to attenuate background noise, before extracting the spectral features for acoustic model training. The ETSI advanced has two stages, where the first stage consists of a Voice Activity Detection (VAD) to detect speech-absent regions for estimating the noise spectral characteristics necessary for speech enhancement, and the second stage performs speech enhancement followed by acoustic feature extraction. The ETSI advanced frontend is typically found to offer better performance than the ETSI-basic frontend for noisy conditions [31].

Auditory Scene Analysis (ASA) is usually considered to be a key factor behind the human ability to robustly perceive speech in varying acoustic environments [14]. ASA helps human listeners to organize the audio mixture into streams [14] that correspond to the different sound sources in the mixture. A feature-based Computational Auditory Scene Analysis (CASA) system was proposed in [105], which makes weak assumptions about the various sound sources in the mixture. In [116], an ideal binary time-frequency mask was proposed as a major computational goal of CASA, where the binary mask is constructed from a priori knowledge of target and interference. Using time-frequency masks is motivated by the phenomenon of auditory masking, where a weaker signal is masked by a stronger one within a critical band [86]. Soft-mask based approaches have been successfully applied to noise-robust ASR on small- and large-vocabulary tasks. In [113], a technique called Log-Spectral Enhancement (LSEN) was proposed, in which the variability caused by noise on the log-spectra is reduced while preserving the variability from the speech energy. First, an SNR-based soft-decision mask is computed in the mel-spectral domain as an indicator of speech presence. Then, the known time-frequency correlation of speech is exploited by treating this mask as an image and performing median filtering and blurring to remove the outliers and to smooth the decision regions. Finally, log-spectral flooring is applied on the lifted spectra of both clean and noisy speech, so as to match their respective dynamic ranges and to emphasize the information in the spectral peaks.

### 8.3.2 Signal-Theoretic Techniques

Signal-theoretic approaches use signal characteristics to perform filtering or transformation of the speech signal to generate robust feature representations that can improve the robustness of speech recognition systems against varying acoustic con-
Typically, acoustic features are expected to demonstrate different distributions for different phonetic units. It is well known that noise, channel, reverberation, etc. result in significant deviation from the usual distributions for the different acoustic units. Such deviation typically results in acoustic condition mismatch, in which the training data and the test data statistics do not match, resulting in significant errors during test data decoding.

The most direct robustness techniques are based on normalization of various statistics of the features. The simplest such approach is Cepstral Mean Normalization (CMN), in which the mean of the cepstra in an utterance is subtracted frame by frame on a sentence-by-sentence basis, both in training and testing a speech recognition system. CMN has been so successful that it (or a similar technique) is used invariably in speech recognition. The success of CMN can be understood from two points of view. First, if a speech signal undergoes unknown linear filtering, showing that the filter imposes an additive shift to the cepstral coefficients is easy, provided the filters impulse response is briefer than the analysis windows duration. Hence, subtracting the mean cepstral values eliminates any effects introduced by stationary linear filtering. Second, and more prosaically, equating the features utterance-level means reduces variability between the features representing the training and testing data. This principle is easily extended to the features other attributes, such as in Mean Variance Normalization (MVN, in which the means are typically set to zero, and the variances set to one in training and testing) and Histogram Equalization (HEQ, in which the values of the features are warped monotonically to match a standard distribution of their values) [46]. MVN and HEQ typically provide some additional robustness to many types of distortion, again by reducing the statistical disparities between the training and testing samples.

8.3.3 Perceptually Motivated Features

It is well known that human speech-processing capabilities surpass the capabilities of current automatic speech recognition and related technologies. Since the early 1980s, this observation has motivated development of feature-extraction approaches for speech recognition systems that are based on auditory physiology and perception. Influential early examples include the auditory models of Seneff [104], Lyon [69], Ghitza [37], and Cohen [17]. Typically, these features provide little or no benefit for the recognition of clean speech, but they tend to be helpful in recognizing degraded speech.

Researchers have had differing opinions concerning which aspects of auditory processing are the most important to preserve in feature-extraction schemes. The most successful auditory modeling schemes have included some of the following components:

- Peripheral frequency selectivity, which typically includes a bank of filters that
mimic the shape of the frequency-selective response of individual fibers of the auditory nerve and more central structures. The gammatone filterbank [89] is frequently used to implement this stage of processing.

- Rate-level response, which typically takes the form of an S-shaped function (such as a sigmoid or inverse tangent) that relates signal intensity in a given frequency channel to output level, as opposed to the strictly logarithmic relationship between input and output in MFCC and similar representations.

- Synchrony to low-frequency fine structure, in the form of a mechanism that responds in synchrony to the fine structure of the low-frequency components of sound. (This component is believed by some to improve recognition accuracy in noisy environments.)

- Emphasis of onsets and suppression of steady state components, as in RASTA processing. In effect, this enhances temporal contrast and improves recognition accuracy in reverberant environments.

- Lateral suppression, which enhances contrast in signal content with respect to frequency. This is believed by some to be useful especially in distinguishing components of complex sound fields.

- Modulation-spectrum analysis, which can be useful for separating speech and non-speech components in noisy environments.

In recent years, advances in computation and statistical modeling of the features produced by auditory models have enabled much more practical use of physiologically and perceptually motivated features. Examples of successful systems include RASTA-PLP, TRAPS, PNCC, FDLP, MHEC, NMC, DOC, and many more.

Temporal processing plays a key role in human speech perception and ASR [28, 60]. For example, short-time spectral features, such as Mel-Frequency Cepstral Coefficients (MFCCs), are routinely concatenated with their first- and second-order temporal derivatives. The delta ($\delta$) and double delta ($\delta^2$) feature coefficients capture temporal dynamics of the acoustic features, and are overwhelmingly used in speech tasks such as speech recognition, speaker recognition, language identification, etc. Temporal information has also been incorporated through extracting temporal Amplitude Modulation (AM) of speech spectra or cepstra. The widely popular and frequently used modulation-based acoustic feature is the Relative SpecTrA (RASTA) processed PLP feature [48], which uses an Infinite-Impulse Response (IIR) filter that emphasizes AM frequencies between 1 and 12 Hz. The goal of RASTA processing is retaining the perceptually relevant modulation bands that correspond to linguistically meaningful information while filtering out extrinsic information [28, 60]. RASTA processing effectively applies a bandpass filter to the compressed spectral amplitudes in the intermediate stages of the PLP features, with the intention of modeling the emphasis in the transient portions of incoming signals, which is considered to be an attribute of human auditory processing.

PLP features [47] were developed with the intent of obtaining a representation that was similar to MFCC features, but implemented in a manner that was attentive to more detailed attributes of peripheral auditory physiology and perception. Details regarding PLP processing are provided in section 8.2. Many researchers have
obtained better recognition accuracy with PLP features than with MFCC features and PLP feature extraction is frequently combined with the RASTA algorithm to produce RATSA-PLP features.

Both physiological and psychophysical data suggest that mammalian auditory systems include units in the brainstem that are sensitive to the specific modulation frequencies to amplitude-modulated signals, independent of carrier frequency [58]. Similarly, psychoacoustical findings also indicate that humans are sensitive to modulation frequency [114, 119], with temporal modulation transfer functions indicating greatest sensitivity to temporal modulations at approximately the same frequencies as in the physiological data, despite the obvious species differences. This information has been used to implement features based on frequency components of the temporal envelopes of the bandpass-filtered components of speech signals, which Kingsbury and others referred to as the modulation spectrum [66]. Typically, the modulation spectrum is obtained by passing the speech signal through band-pass peripheral auditory filters, computing the envelopes of the filter outputs, and passing these envelopes through a second set of parallel bandpass modulation filters with center frequencies between 2 and 16 Hz. As a result, the modulation spectrum is a joint function of the center frequencies of the initial peripheral auditory filters, which span the range of useful speech frequencies, and the center frequencies of the modulation filters. This is a useful representation, because speech signals typically exhibit temporal modulations with modulation frequencies in the range that is passed by this processing, while noise components often exhibit frequencies of amplitude modulation outside this range. Tchorz and Kollmeier [108], among other researchers, observed the greatest amount of temporal modulation at modulation frequencies of approximately 6 Hz, and that low-pass filtering the envelopes of the outputs of each channel generally reduced the variability introduced by background noise.

8.3.3.1 TempoRAL PatternS (TRAPS)

Hermansky and Sharma [49] developed the TRAPS representation, which operates on one-second segments of the log-spectral energies that emerge from each of 15 critical-band filters. In the original implementation, these outputs were classified directly by a Multilayer Perceptron (MLP). This work was extended by Chen et al. [123], who developed HATS (for Hidden Activation TRAPS), which trains an additional MLP layer at the level of each critical band filter to provide a set of basic functions optimized to maximize the discriminability of the data to be classified. TRAP-DCT features were proposed in [100], which is a variation of the previously proposed TRAP features, where Discrete Cosine Transform (DCT) was applied on 310 ms-long segments of critical spectral energies. The TRAP-DCT features reduce word error rates (WERs) for ASR tasks in noisy conditions [100].
8.3.3.2 Frequency-Domain Linear Prediction (FDLP)

Athineos and Ellis [4] developed FDLP, where the temporal envelopes of the outputs of critical band filters are represented by linear prediction. Much as linear-predictive parameters computed from the time-domain signal within a short analysis window (e.g., 25 ms) represent the envelopes of the short-time spectrum within a slice of time, the FDLP parameters represent the Hilbert envelope of the temporal sequence within a slice of spectrum. This method was further incorporated into a method called LP-TRAPs [5], in which the FDLP-derived Hilbert envelopes were used as input to MLPs that learned phonetically relevant transformations for later use in speech recognition. LP-TRAPs can be considered to be a parametric estimation approach to characterizing the trajectories of the temporal envelopes, while traditional TRAPS is nonparametric in nature. Traditional FDLP [5, 33] features approximate the temporal Hilbert envelope within spectral sub-bands by linear prediction on one-second-long cosine-transformed audio segments [33]. The derived set of temporal subband envelopes forms a two-dimensional representation that is convolved with an integration window of 25 ms before resampling at a frame rate of 100 Hz. Further, the spectral bands are integrated by using a mel-filterbank, and cepstral coefficients are derived by applying a DCT. FDLP features demonstrate improved robustness against channel noise, additive noise, and room reverberation using a phoneme-recognition task with conversational telephone speech [33].

Mel-filterbanks have served as the state-of-the-art spectral analysis filters for speech-processing tasks since their introduction. Recently, with more availability of computing resources, better-precision filterbanks, such as the gammatone filterbanks, are used more frequently. The gammatone filterbanks address the limitations of the mel-filterbanks, where the former uses asymmetric filters to replace the computationally efficient triangular filters of the latter [39]. Gammatone filters are a linear approximation of the auditory filterbank found in the human ear. Gammatone Filterbank (GFBs) energies have been used for DNN acoustic model training [84]. For GFB feature extraction, the power of the bandlimited time signals within an analysis window of 26 ms is usually computed at a frame rate of 10 ms. The subband powers from 40 filters were then root compressed by using the 15th root.

8.3.3.3 Power-Normalized Cepstral Coefficients (PNCC)

PNCCs [62, 63] are a representative feature set that attempt to include many of the auditory processing attributes in a computationally efficient way. PNCC processing begins in traditional fashion with a short-time Fourier transform, with the outputs in each frame multiplied by gammatone frequency weighting, along a power-function nonlinearity, and generation of cepstral-like coefficients using DCT and mean normalization. For the most part, noise and reverberation suppression is accomplished by a nonlinear series of operations that perform running noise suppression and temporal contrast enhancement, respectively, working in a medium time context, with
analysis intervals on the order of 50–150 ms. (The results of this longer-duration analysis are applied to signal representations extracted over traditional 20 to 35 ms analysis frames for speech recognition.) Multiple groups have found that PNCC processing provides effective noise robustness as well as suppression of reverberation effects, with minor modification, and the computation required is comparable to that used in MFCC and PLP feature extraction.

8.3.3.4 Modulation spectrum features

Modulation spectrum features incorporate low-pass filtering of critical bands with a cutoff frequency of 28 Hz and a subsequent AM band-pass filtering step [66]. The band-pass filter consists of a complex exponential function, which is windowed by a Hamming window and has its peak sensitivity at 4 Hz, matching the temporal characteristics of syllables. The filter emphasizes AM frequencies between approximately 0 and 8 Hz (i.e., the dominant AM range of speech) [36]. An approach to estimate the modulation spectrum of speech signals using the Hilbert envelopes in a nonparametric way was proposed in [112], where a modulation spectrum feature extracted from mel-filterbanks were used in an ASR task. That work showed that the logarithm of a particular mel-filterbanks Hilbert envelope over an analysis window of 100 ms produced a better amplitude modulation (AM) estimate of the subband signals compared to shorter window lengths. Lower DCT coefficients (in the range 0 to 25 Hz) of the AM signal were used as the acoustic feature, which was named as the fepstrum features. The fepstrum features performance was evaluated on the Conversational Telephony Speech (CTS) recognition experiments of the Switchboard (SWB) corpus, where the results indicated that such features in combination with short-term features, such as MFCCs, provided up to 2.5% absolute improvement in phone recognition accuracy and up to 2.5–3.5% absolute word recognition accuracy improvement on the 1.5 hour SWB test set [112].

8.3.3.5 Normalized Modulation Coefficient (NMC)

Studies [27, 38] have shown that amplitude modulation (AM) of the speech signal plays an important role in speech perception and recognition. Hence, recent studies [112, 92] have treated the speech signal as a sum of amplitude-modulated (AM) narrow-band signals. Demodulation of a narrow-band signal into its AM and frequency modulation (FM) components can be performed through the use of Discrete Energy Separation Algorithm (DESA) [71], which uses the nonlinear Teager Energy Operator (TEO) to perform the demodulation operation. TEO has been used in [57] to create mel-cepstral features that demonstrated robustness against car noise and improved ASR performance. The nonlinear DESA tracks the instantaneous AM energies quite reliably [71], which in turn provide better formant information [57] compared to conventional power spectrum-based approaches. Normalized Modulation Coefficient (NMC) was proposed in [77] that uses the DESA algorithm to ex-
tract instantaneous AM estimates for generating acoustic features. The significance of DESA is twofold: (a) it doesn’t impose a linear model to analyze speech and (2) it tracks the frequency and amplitude variations at the sample level without imposing any stationary assumption as done by linear prediction or Fourier transform. For DESA to give good AM/FM estimates the input signal has to be sufficiently bandlimited [92]; for which a gammatone filter-bank was used in NMC feature extraction.

The TEO used in DESA was first introduced in [109] as a nonlinear energy operator, $\Psi$, that tracks the instantaneous energy of a signal, where the signals energy is defined to be a function of its amplitude and its frequency. Considering a discrete sinusoid $x[n]$, where $A = \text{const. amplitude}$, $\Omega = \text{digital frequency}$, $f = \text{frequency of oscillation in hertz}$, $f_s = \text{sampling frequency in hertz}$, and $\theta = \text{initial phase angle}$.

$$x[n] = A \cos(\Omega n + \theta); \quad \Omega = 2\pi \left(\frac{f}{f_s}\right), \tag{8.1}$$

If $\Omega \leq \pi/4$ and sufficiently small, then $\Psi$ takes the form

$$\Psi\{x[n]\} = x^2[n] - x[n-1]x[n+1] \approx A^2\Omega^2, \tag{8.2}$$

where, the maximum energy estimation error in $\Psi$ will be 23%, if $\Psi \leq \pi/4$.

DESA was formulated in [71], where $\Psi$ was used to formulate demodulation algorithm that can instantaneously separate the AM/FM components of a narrow-band signal using the following sets of equations

$$\Omega[n] \approx \cos^{-1}\left\{1 - \frac{\Psi(x[n]) + \Psi(x[N-1])}{4\Psi(x[n])}\right\} \tag{8.3}$$

$$|a_i[n]| \approx \sqrt{\frac{\Psi\{x[n]\}}{1 - \cos(\Omega_i[n])^2}} \tag{8.4}$$

Note that in 8.2, $x^2[n] - x[n-1]x[n+1]$ can be less than zero if $x^2[n] < x[n-1]x[n+1]$, while the right hand side is strictly non-negative, $A^2\Omega^2 \geq 0$, hence in [77] the TEO in 8.2 was modified to

$$\Psi\{x[n]\} = |x^2[n] - x[n-1]x[n+1]| \approx A^2\Omega^2, \tag{8.5}$$

which tracks the magnitude of energy changes. Also, the AM/FM signals computed from 8.3 and 8.4 may contain discontinuities (that substantially increase their dynamic range). To prevent such discontinuities the AM estimation equation 8.4 was modified in NMC feature extraction, as detailed in [77]. Fig. 8.1 shows the overlaying plot of the windowed narrow-band time signal and its corresponding AM magnitude.

At this point the question remains, how robust is the TEO to different noisy condition, to answer that we need to revisit 8.5 and consider a noisy bandlimited signal $s[n] = x[n] + v[n]$, the TEO, $\Psi s[n]$ is given as
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Fig. 8.1: A windowed narrow-band speech signal (in blue) and its corresponding AM signal (red) from the modified DESA algorithm.

\[
\Phi \{x[n]\} = \Phi \{x[n]\} + \Phi \{v[n]\} + \tilde{\Phi} \{x[n]v[n]\} \tag{8.6}
\]

where, \(\tilde{\Phi} \{x[n]v[n]\} = x[n]v[n] - (1/2)x[n-1]v[n+1] - (1/2)v[n-1]x[n+1]\) is the cross TEO of \(x[n]\) and \(v[n]\). If we assume the subband noise \(v[n]\) to be zero mean and additive, then the expected value of the cross term \(\tilde{\Phi} \{x[n]v[n]\}\) is zero, resulting in

\[
E[\Phi \{x[n]\}] = E[\Phi \{x[n]\}] + E[\Phi \{v[n]\}] \tag{8.7}
\]

If we assume that the noise is hi-pass in every subband then using the low pass filtering results in \(E[\tilde{\Phi} \{x[n]\}] \ll E[\Phi \{x[n]\}]\), and \(\Omega^2\) is almost constant for narrow band signals, results in

\[
E[\Phi \{s[n]\}] \approx E[\Phi \{x[n]\}] \ \text{hence,} \ E[A_s^2] \approx E[A_x^2] \tag{8.8}
\]

Where \(A_s\) represents the instantaneous amplitude of the noisy signal \(s[n]\) and \(A_x\) represents the same for the clean signal \(x[n]\). Thus 8.8 indicates how the estimated AM signals are robust to noise corruption.

The steps involved in obtaining the NMCC features are shown in Figure 8.2. At the onset, speech signal is pre-emphasized (using a pre-emphasis filter) and then analyzed using 26ms hammering window with 10ms frame rate. The windowed speech signal \(s^w[n]\) is passed through a gamma-tone filter-bank having 40 channels between 200Hz and 7500Hz (for 16kHz signal). The AM time signals \(a_{k,j}[n]\) for \(k^{th}\) chan-
nel and $j^{th}$ frame are then obtained for each of the 40 channels using the modified DESA algorithm.

The normalized AM powers were then bias subtracted using a similar approach as specified in [63]. Figure 8.3 shows the spectrogram of a noise corrupted signal, its normalized AM power spectrum and its corresponding bias subtracted version. $1/15^{th}$ root power compression is performed on the bias subtracted AM power spectrum and the resultant is typically used as the NMC feature set.

8.3.3.6 Modulation of Medium Duration Speech Amplitudes (MMeDuSA)

Note that, given 8.5 in section 8.3.3.6 a simpler approach to estimate the instantaneous AM signal can be devised by assuming that the instantaneous FM signal will be approximately equal to the center frequency of the analysis gammatone filterbank when the subband signals are sufficiently bandlimited, i.e.,

$$\Omega_i \approx f_c \quad (8.9)$$

Given 8.9, the estimation of the instantaneous AM signal from 8.5 becomes very simple

$$A_i \approx \sqrt{\frac{|x[n]| - x[n-1]|x[n+1]|}{\Omega_i^2}} \quad (8.10)$$

This simplification is essentially used in obtaining the MMeDuSA feature [78], as shown in Figure 8.4. In the MMeDuSA pipeline the speech signal is first pre-emphasized and then analyzed using a Hamming window of 51ms with a 10ms
frame rate. The windowed speech signal $s[n]$ is passed through a gammatone filter-bank having 40 critical bands, with center frequencies spaced equally in the equivalent rectangular bandwidth (ERB) scale between 150 Hz and 7400 Hz. For each of these 40 subband signals, their AM signals are computed using 8.10. The power of the estimated AM signals was computed followed by non-linear dynamic range compression (using $1/15^{th}$ root). For a given analysis window, 40 power coefficients were obtained and these are identified as the MMeDuSA1 features. Note that the feature operates in medium duration as it uses an analysis window of size 52 ms compared to the traditionally used 10-25ms windows. In parallel, each of the 40 estimated AM signals (as shown in Figure 8.4) were band-pass filtered using DCT, retaining information only within 5 Hz to 350 Hz. These are the medium duration modulations (represented as: $a_{mod,j}[n]$), which were summed across the frequency scale to obtain a medium duration modulation summary

$$\overline{a_{mod,j}} = \sum_{k=1}^{N} a_{mod,j}[n]$$  \hspace{1cm} (8.11)

The power signal of the medium duration modulation summary was obtained, followed by $1/15^{th}$ root compression. The resultant was transformed using DCT and the first $n$ (typically 50%) coefficients were retained. These $n$ coefficients were combined with the MMeDuSA1 feature, to produce a combined feature set named as the MMeDuSA2. Typically MMeDuSA2 is found to be more useful in ASR experiments and are usually termed as the MMeDuSA feature unless categorized specifically.

8.3.3.7 Two dimensional modulation extraction - Gabor features

Most of the approaches discussed so far extracted modulation information across time only, extracting such information across time and frequency scales was performed in [73]. A 2D Gabor filter was used in [73] to extract specific modulation frequencies from the spectro-temporal information of speech. The design of the Gabor features is motivated by Spectro-Temporal Receptive Fields (STRFs), which provide...
an estimate of the stimulus that results in a high firing rate in isolated neurons [72]. It is observed that a significant proportion of the STRFs exhibit patterns that span durations of 200 ms, which is significantly longer than the traditionally used analysis durations in most speech features [73]. The Gabor/Tandem posterior features use a Multilayer Perceptron (MLP) to predict the monophone class posteriors of each frame by using the Gabor features as input; the posteriors were then Karhunen-Loeve transformed to 22 dimensions and appended with standard 39-dimensional MFCCs to yield 64-dimensional features. In [15], a convolutional neural network called the Gabor Convolutional Neural Network (GCNN) was proposed, which incorporated the Gabor functions into convolutional filter kernels. Features extracted using GCNNs showed significant performance improvement on noisy and channel-degraded speech over MFCC and other robust features such ETSI-AFE, PNCC, and Gabor-DNN posterior features.

8.3.3.8 Damped Oscillator Coefficients (DOC)

Studies have indicated that auditory hair cells exhibit damped oscillations in response to external stimuli [87] and such oscillations result in enhanced sensitivity and sharper frequency responses. To model such oscillations, a forced damped oscillator was proposed in [76] to generate acoustic features for ASR systems. The simplest oscillator is a simple harmonic oscillator, which is neither driven nor damped and is defined by the following equation

\[ m \frac{d^2x}{dt^2} + 2\zeta \omega_0^2 mx = F_e(t) \] (8.12)

where \( m \) is the mass of the oscillator; \( x \) is the position of the oscillator, \( \omega_0 \) is the undamped angular frequency of the oscillator; and \( \zeta \) is called the damping ratio. Assuming that the force can be represented as a sum of pulses, it can be shown that 8.12 can be written as

\[ m \frac{d^2z(t)}{dt^2} + 2\zeta \omega_0^2 m \frac{dz(t)}{dt} + \omega_0^2 mz(t) = F_e e^{j\omega t} \] (8.13)

where \( z(t) = x(t) + jy(t) \) and represent \( \cos \omega t + j \sin \omega t = e^{j\omega t} \). Equation 8.13 suggests that there exists a solution of the form \( z(t) = z_0 e^{j\omega t} \), where \( \frac{d^2z(t)}{dt^2} = \zeta^2 z_0 e^{j\omega t} \) and \( \frac{dz(t)}{dt} = \zeta z_0 e^{j\omega t} \).

If \( z(t) \) is a complex exponential with the same frequency as the applied force, then the displacement \( x(t) \) will also vary as a sine or cosine with a frequency \( \omega \). It can be shown [76] that the amplitude of oscillation in response to a force at frequency \( \omega \) is given as

\[ |z_0| = \frac{F_e}{m} \sqrt{\left( \omega_0^2 - \omega^2 \right)^2 + (2\zeta \omega_0 \omega)^2} \] (8.14)
From 8.14, at resonance, i.e., $\omega_0 = \omega_r$, $|z_0|$ becomes

$$|z_0| = \frac{F_r}{2m\zeta \omega_0^2}$$  \hspace{1cm} (8.15)

indicating that the bank of oscillators behave as a low pass filter, where it uses lower gains for high frequency bands and higher gains for the low frequency bands. To counter this effect we have selected $m$ to be as follows

$$m = \frac{1}{2\zeta \omega_0^2}$$  \hspace{1cm} (8.16)

Note that $\omega_0$ and $\zeta$ can be user defined and for underdamped oscillation $\zeta < 1$.

Modeling damped oscillator equation 8.12 in discrete time results in

$$x[n] = \frac{(2\zeta \Omega_0^2 F_r[n] + 2(1 + \zeta \Omega_0)x[n-1] - x[n-2])}{(1 + 2\zeta \Omega_0 + \Omega_0^2)}$$  \hspace{1cm} (8.17)

where $\Omega_0 = \omega_0 T$ and $T = 1/f_r$.

The time response of the forced damped oscillators is obtained using 8.17 and their power over a hamming analysis window of 25.6 ms is computed. Figure 8.5 shows the spectrogram of a speech signal and the damped oscillator response; where the oscillator model is found to successfully retain the harmonic structure of speech while suppressing the background noise.

The DOC feature extraction block diagram is shown in Figure 8.6, where the damped oscillator response is computed using gammatone filterbank outputs as forcing functions. In DOC processing, speech signal is pre-emphasized and then analyzed using a 25.6 ms Hamming window with a 10 ms frame rate. The windowed speech signal is passed through a gammatone filterbank having 40 channels with cutoff frequencies at 200 Hz to 7000 Hz (for 16 kHz). The damped oscillator re-
Fig. 8.6: Block diagram of the damped oscillator coefficient (DOC) feature extraction.

response is smoothed using a modulation filter with cutoff frequencies at 0.9 Hz and
100 Hz, which helps to reduce the background subband noise. The powers of the
resulting time signals are computed which are then root compressed \( \left( \frac{1}{15^{th}} \text{ root} \right) \)
and the resulting 40 dimensional feature is used as the DOC features.

8.3.4 Current Trends

Recent advances in deep learning technology have redefined the common strategies
used in acoustic modeling for Automatic Speech Recognition (ASR) systems, where
Gaussian Mixture Model (GMM)-based models have been replaced by Deep Neural
Network (DNN)-based models. DNNs [85, 102, 64] have demonstrated significant
improvement in speech recognition performance compared to their GMM-HMM
counterparts. Given the versatility of the DNN systems, [120] stated that speaker-
normalization techniques, such as Vocal Tract Length Normalization (VTLN) [122],
do not significantly improve speech recognition accuracy, as the DNN architectures
rich multiple projections through multiple hidden layers enable it to learn a speaker-
invariant data representation. The current state-of-the-art architectures also deviate
significantly from the traditional cepstral representation to simpler spectral repre-
sentations, where MFCCs are usually replaced by Mel-Filterbank Energy (MFB)
features. While the basic assumptions in GMM-HMM architectures necessitated
uncorrelated features due to their widely used diagonal covariance design (which in
turn forced the observation to undergo a decorrelation step using the widely pop-
pular Discrete Cosine Transform (DCT)), the current paradigm makes no such assump-
tion. Rather, the neural network architectures are known to benefit from cross-
correlations [81] and hence demonstrate better performance by using spectral fea-
tures rather than their cepstral versions [103]. Recent studies [103, 23] demonstrated
that DNNs work very well for noisy speech and improve performance significantly
compared to GMM-HMM systems. Convolutional Neural Networks (CNNs) [2, 50]
have been found to perform as well as or sometimes better than the fully connected
DNN architectures [1]. CNNs are expected to be noise robust [2], especially in those
cases where noise/distortion is localized in the spectrum. With CNNs, the local-
ized convolution filters across frequency tend to normalize the spectral variations
in speech arising from vocal tract length differences, enabling the CNNs to learn
speaker-invariant data representations. Recent results [84, 83, 74] also showed that
CNNs are more robust to noise and channel degradations than DNNs.

In CNN/DNN-based ASR systems, speaker adaptation is usually done by using a generative framework that involves transforming features to a different space by using transforms such as Feature-Space Maximum Likelihood Linear Regression (fMLLR) [32] or by applying a speaker-dependent bias by appending features like i-vectors [21, 98]. However, using i-vectors is often problematic, especially in mismatched conditions [90], where careful pre-processing, such as segmentation and additional architectural enhancements, may be required [34]. The i-vector framework was first developed for speaker verification as a way of summarizing the information in a variable-length utterance into a single fixed-length vector.

Much research has been performed on exploring and advancing feature-space adaptation methods, such as Feature-Space Maximum Likelihood Linear Regression (fMLLR) approaches for GMM-HMM models. fMLLR applies a linear transform to the feature vectors for every frame, where the transform parameters are estimated by optimizing an auxiliary Q-function. DNN models are typically adapted by providing fMLLR transformed features as input. Use of fMLLR features has several advantages: firstly, it is efficient, as a few iterations of Expectation-Maximization (EM) usually suffice; secondly, estimation of the fMLLR transform is quite robust even with a very limited adaptation data; thirdly, it is quite versatile as it can be applied to both supervised setting, where it is more robust to transcription errors than using a discriminative criterion, and to unsupervised setting where reference transcription is not available.

Seide et al., [101] investigated the effectiveness of applying feature transforms developed for GMM-HMM, including HLDA, VTLN, and fMLLR, to Context-Dependent Deep Neural Network HMMs, or CD-DNN-HMMs. The authors observed that unsupervised speaker adaptation with discriminatively estimated fMLLR like transforms works nearly as well as fMLLR for GMM-HMMs. Rath et al., [94] explored various methods of providing higher-dimensional features to DNNs, while still applying speaker adaptation with fMLLR of low dimensionality. The best-observed features consist of the baseline 40-dimensional speaker-adapted features that have been spliced again, followed by de-correlation and dimensionality reduction using another Linear Discriminant Analysis (LDA). The authors believe that the whitening transform performed by LDA on the features will be favorable for DNN training, as the LDA would work as a pre-conditioner of the data, enabling setting higher learning rates, leading to faster learning (especially when pre-training is not used) [94]. Parthasarathi et al., [88] investigated fMLLR for DNN adaptation and proposed early fusion and late fusion to improve fMLLR performance, where early fusion with a bottleneck can act as a strong regularizer, and late fusion can provide significant robustness when fMLLR estimation is noisy.

In [43], Stacked Bottleneck (SBN) neural network architecture was proposed to cope with limited data from a target domain, where the SBN net was used as a feature extractor. The SBN system was used to deal with unseen languages in [43] and, in [61], was extended to cope with unseen reverberation conditions. Unseen data conditions can significantly impact the performance of DNN ASR systems, and either supervised or unsupervised data adaptation is typically used to overcome such
problems. In most such cases, labeled adaptation data is used to adapt the acoustic model (i.e., the DNN), with typically L2 [68] regularization employed. However, such approaches may veer the acoustic model away from the initial training acoustic conditions; hence in [121] a Kullback-Leibler divergence (KLD) regularization was proposed for DNN model parameter adaptation, which differs from the typically used L2 regularization in the sense that it constrains the model parameters themselves rather than the output probabilities. Using such an approach, the model learns new acoustic conditions without digressing from what it had learned from the initial training data.

Recent results [95] showed that a single DNN can be trained to learn both feature extraction and phonetic classification. [111] proposed directly using the raw time signal as input to a DNN, and several others [53, 97, 12] have explored different ways to process the raw waveform and to train an acoustic model from it. In [97], using the raw signal resulted in better recognition performance than from using conventional acoustic features. In a different study [12], conventional acoustic features were appended with DNN-generated features from the raw waveform, and the combination produced better performance than the conventional acoustic features did alone. While several research efforts have proposed different ways to learn data-driven feature-extraction processes through DNN training, an open question remains about how robust such approaches are to unseen data conditions.

8.4 Case Studies

8.4.1 Speech Processing for Noise- and Channel-Degraded Audio

Voice activity detection (VAD) is an essential stage of any ASR system. If a segment is not detected by VAD, it will not be processed by ASR, leading to word deletion errors. The performance of this stage greatly affects the quality of the final ASR hypothesis [35]. Robust features have been explored in recent years for the task of speech activity detection (VAD), in large part motivated by the challenges posed by noisy datasets [41]. Several robust features (such as PNCC, NMC etc.) were explored for VAD in a DNN-based framework in [42] and it was observed that the fusion of all these features gave the best performance across different conditions. In [110], FDLP, rate-scale features demonstrated significant robustness for VAD task on noise and channel degraded data.

DNN acoustic models using traditional MFB or MFCC features have been observed to suffer performance loss when the evaluation data is different than the training data [84]. Robust features are typically found to improve the performance of DNN/CNN acoustic models [84, 15]. In [74], baseline MFBs were compared with respect to MMeDuSA, NMC, and DOC features in a time-frequency CNN (TFCNN) acoustic model-based Aurora-4 noisy word-recognition task [51], and the
results demonstrated (see Table 8.1) a relative 5% reduction in WER compared to the baseline MFB features. Multiple robust features can be used in combination to provide a multi-view representation of the acoustic signal, and these combinations typically improve recognition performance [75, 79].

Table 8.1: WER (averaged across all conditions) on multi-conditioned training task of Aurora-4 (16 kHz) from using different features.

<table>
<thead>
<tr>
<th>Features</th>
<th>Avg. WER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFB</td>
<td>9.4</td>
</tr>
<tr>
<td>NMC</td>
<td>9.0</td>
</tr>
<tr>
<td>DOC</td>
<td>8.9</td>
</tr>
<tr>
<td>MMeDuSA</td>
<td>9.2</td>
</tr>
</tbody>
</table>

Robust features are found to be quite useful for performing keyword spotting (KWS) in mismatched training-testing conditions. Table 8.2 shows the performance of a CNN-based keyword-agnostic KWS system for Farsi datasets from the DARPA-RATS KWS evaluation conditions. Performance is given in terms of average probability of false alarm [P(fa)] between 15% and 50% probability of miss [P(miss)]. As is evident from Table 8.2, the robust features demonstrated much better performance than the MFB features. Beyond the good individual performance of the robust features for KWS, the availability of multiple features enables creating systems that potentially capture complementary information, which in turn can be leveraged to provide even better results through system fusion [30].

Table 8.2: Performance from different feature sets for Farsi KWS system from SRIs DARPA RATS submission.

<table>
<thead>
<tr>
<th>Features</th>
<th>P(fa) = 15% to 50%</th>
<th>P(fa) = 15%</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFB</td>
<td>0.060</td>
<td>0.675</td>
</tr>
<tr>
<td>NMC</td>
<td>0.057</td>
<td>0.474</td>
</tr>
<tr>
<td>DOC</td>
<td><strong>0.054</strong></td>
<td>0.413</td>
</tr>
<tr>
<td>MMeDuSA</td>
<td>0.057</td>
<td><strong>0.389</strong></td>
</tr>
</tbody>
</table>

Besides the good individual performance of the robust features in KWS, the availability of multiple features opens up the opportunity to create multiple systems that can potentially capture complementary information which in turn can be leveraged to provide even better results through system fusion [30].
8.4.2 Speech Processing under Reverberated Conditions

Robust acoustic features resistant to reverberation artifacts have shown significant promise in DNN acoustic models. Reverberation introduces mostly temporal distortion, where temporal smearing of information occurs whose duration is dependent on the impulse response of the room where the speech is recorded. The REVERB-2014 challenge [67] presented results from several research groups that used inverse filtering, NMF, modulation based features, i-vectors, and several other methods to greatly improve performance of DNN-based acoustic models under reverberated conditions [22, 117]. The results from REVERB-2014 indicate that sufficiently augmenting the training data with reverberation conditions similar to the evaluation conditions significantly improves ASR performance (e.g., [22]) showed an average relative reduction of 20% in WER through data augmentation.

The impact of training-testing data-condition mismatch was investigated in the ASpIRE [45] evaluation, where the training data consisted of the full Fisher training data [16], and the evaluation data contained reverberated speech recorded by far-field microphones. ASpIRE was a Large-Vocabulary Continuous Speech Recognition (LVCSR) evaluation, where speech recognition robustness was investigated in a variety of acoustic environments and recording scenarios without having any knowledge about such conditions in the training and development data [45]. In ASpIRE, the participants were allowed to augment the training data by artificially introducing reverberation and/or noise into the training data. Data augmentation was found to be useful across all systems submitted to the challenge [54, 90, 82]. Speech enhancement using maximum kurtosis dereverberation reduced the WER by 2.3% absolute [24]. A Time-Delay Neural Network (TDNN) using mel-cepstral features and i-vectors was presented in [90], where longer temporal information processing through the time-delay layer was found to be crucial for dealing with reverberation. A Time-Frequency CNN (TFCNN) was presented in [82], which gave better performance than traditional CNN and DNNs, with the use of robust features found to be useful. Table reftab:3 shows the results from baseline Gammatone Filterbank (GFB) features and DOC features, where DOC features, owing to their long temporal memory, were found to be robust against reverberation corruption.

Table 8.3: WER from the ASpIRE dev set using GFB and DOC features, with different acoustic models

<table>
<thead>
<tr>
<th>Features</th>
<th>Acoustic Models</th>
<th>Avg. WER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFB</td>
<td>DNN</td>
<td>47.3</td>
</tr>
<tr>
<td>DOC</td>
<td>DNN</td>
<td>42.6</td>
</tr>
<tr>
<td>DOC</td>
<td>CNN</td>
<td>41.4</td>
</tr>
<tr>
<td>DOC</td>
<td>TFCNN</td>
<td>40.7</td>
</tr>
</tbody>
</table>

In [54, 61], an autoencoder-based enhancement approach was proposed, where the role of the autoencoder was to de-noise and de-reverberate the degraded speech.
Table 8.4: WER from DNN acoustic models trained with WDAS beamformed signals using baseline and noise-robust features for Chime-3 real evaluation data

<table>
<thead>
<tr>
<th>Features</th>
<th>Real-Test WER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFB</td>
<td>20.17</td>
</tr>
<tr>
<td>DOC</td>
<td>18.53</td>
</tr>
<tr>
<td>MMeDuSA</td>
<td>18.27</td>
</tr>
<tr>
<td>DOC+fMLLR</td>
<td>15.28</td>
</tr>
<tr>
<td>MMeDuSA+fMLLR</td>
<td>14.96</td>
</tr>
</tbody>
</table>

In addition, FDLP and stacked-bottleneck features were also used in [54] along with DNN adaptation and data augmentation, which resulted in significant improvement compared to the baseline system.

In a recent study [52], robust features were used on top of multi-microphone beamforming-based dereverberation in the Chime-3 challenge, where significant reduction in error rate was observed compared to using mel-filterbank features. Beamforming techniques such as Weighted Delay-And-Sum (WDAS) and Minimum Variance Distortionless Response (MVDR) are popular methods for leveraging multi-microphone data for coping with reverberation artifacts, and studies [24, 22] have shown impressive ASR performance under reverberated conditions when beamforming is used. The gain from robust features after beamforming in [52] was quite encouraging (see Table 8.4), as the results indicate that further performance improvement can be achieved from multi-microphone beamforming-based solutions when robust features are used.

8.5 Conclusion

Use of robust features have helped in improving acoustic model performance under mismatched training testing conditions across different flavors of deep learning architectures. In recent speech recognition evaluations it has been overwhelmingly witnessed that while the DNN models produce state-of-the-art results under matched training-testing condition; they are susceptible to performance degradation when the testing conditions are grossly mismatched from the training conditions. Traditional approaches such as data augmentation, adaptation has been found to be quite useful in data mismatched cases, enabling the models to deal with unseen data conditions. Robust features typically aim to create an invariant representation of speech, such that data perturbation has minimal effect on its feature space, hence providing a reliable feature representation to the acoustic models. Use of robust features has been beneficial on top of data augmentation and adaptation steps. The design of the signal processing steps in acoustic feature engineering has been largely motivated by signal theoretic approaches or speech perception studies, where several different realizations of speech signal processing have been explored and evaluated. The human auditory processing is a complex interaction of several nonlinear processes, such as...
auditory attention, temporal filtering, masking etc., and on top of that it allows information to flow in both bottom-up and top-down direction, providing human listeners the capability to deal with varying acoustic conditions and extremely quick adaptation skills. Researchers in auditory neuroscience and psychoacoustics have been actively investigating the different mechanisms of human auditory perception and their mutual interactions; such observations may provide promising future directions for speech feature engineering which can potentially lead to more versatile and robust acoustic features.

The surge of raw-signal processing in recent years have revolutionized the way speech scientists and technologists used to think about speech systems. The current trend replaces the signal processing frontend as an ad-hoc step to an integrated acoustic modeling step where the neural networks are made learn both signal decomposition and phonetic discrimination all in one step using common objective criteria. Raw-signal based approaches are usually found to be data-hungry where several hundred (preferably a thousand or more) hours of training is necessary to reliably learn the frontend transformation. The draw-back of such system is the requirement of computational resources as the traditional acoustic models are no longer using encoded/compressed feature forms, but are using information that are 5 to 10 times or more in size. Also learning the frontend in a data driven way may result in over-fitting the model to the training acoustic conditions, hence one may require a significant amount of diverse acoustic data to train acoustic models that can generalize well across unseen acoustic conditions. Given the recent impressive results from raw-signal based systems, more and more researchers are investigating alternative models for raw-signal based acoustic modeling which renders the optimism that some of the drawbacks of raw-signal processing systems may be addressed in the near future making such systems integral part of our ASR systems.
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