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ABSTRACT
This paper presents an AI-planning-based framework to support the activities of a human operator in a supervisory control system. The framework uses an AI planning and learning substrate architecture and is designed for integration within a general third-party real-time software. Our goal is to build a test-bed architecture for research in AI planning applications, such as electrical and industrial processes. AI planning techniques, as opposed to the more traditionally used rule-based systems, can be useful in the automation of the supervision of process systems, as they provide rich planning representations and algorithms. We present our work developing an AI planning system for a boiler power plant domain. We develop a set of planning operators from an extended multilevel flow modeling (MFM) of the plant. Our planner reasons about goals and its subgoals, generates plans for different scenarios, including the sequence for start-up the plant. We show our approach to acquire the domain knowledge, which is a well-known difficult enterprise for real-world applications. We demonstrate that our modeling approach built upon MFM is successful in mapping the supervisory system knowledge into a planning representation.

1. INTRODUCTION
Due to the increasing complexity of the industrial processes, computerized-based supervisory control systems are being used to provide support to a human operator or a team of operators in a control room. The automation is intended to reduce or completely eliminate the continuous attention of the operator when the process state is in normal conditions. The human operator acts then as a supervisor. When the supervisory system detects an anomaly, the human operator must act as a controller and must react to the plant abnormal conditions. The operator’s own understanding of the process states is used in this control task. However, paradoxically, an automated system aimed at reducing the human efforts, overloads the human operator with a lot of information during the abnormal conditions.

Artificial Intelligence (AI) planning techniques have the potential to be powerful tools to support the human operators to perform their tasks less repetitively and more accurately. This combination of AI planning with real engineering systems has been shown to be particularly hard in terms of acquiring robust task knowledge from human experts. Furthermore, this knowledge, when acquired, is rather domain dependent and the acquisition effort is very seldom amortized over other applications.

Many AI planning researchers, present authors included, envision the application of their planning systems to real world applications. A few efforts have been made in this direction and, in general, the large acquisition effort from human experts is neither compensated by complete and reliable representations, nor transferable to other similar applications. Nevertheless, many AI and control engineering researchers pursue the investigation of this potentially powerful combination of AI and real systems ([1], [2], [3], [4]).

In this paper, we report on our work on flexibly representing a functional model of a supervisory control system, such as a power plant in an AI planning system. We build upon the multilevel flow model (MFM) and its initial proposed application to planning. Our planning mechanism is based on the Prodigy architecture, a domain independent planning and learning system [5].

The article is organized as follows: Section 2 overviews the proposed supervisory system. Section 3 describes briefly the MFM concepts and we present our planning knowledge acquisition approach through a simple industrial process. Section 4 introduces the general framework to acquire the planning model. The domain-independent planning operators are derived from the MFM functional topology, the process states and the user tasks, extending therefore the means-ends description of the industrial process. In Section 5, we show how our planning system generates the start-up plan of a power plant. We present our techniques to produce hierarchical planning. Finally, Section 6 draws conclusions.

2. OVERVIEW OF THE PROPOSED SYSTEM
Figure 1 shows our approach to give support to the operator’s activities in a supervisory control system, we are investigating the combination of a planning system and a real-time software. The planning system is responsible for generating a series of complex control plans based on the current state of the system and according to the domain knowledge specified. The real-time software is responsible for gathering the data from the industrial process and for presenting information to the human operator.

In a supervisory system, a human operator performs important tasks such as process monitoring, fault detection, diagnosis and planning, all of which imply the use of a high cognitive level. In general, the human supervisor needs to generate plans, consisting of a sequence of actions that when executed leads the system from an initial
Planning system
Planning at the supervisory level in industrial processes can occur in two different forms, namely: (a) monolithic procedures compiled in operating manual; and (b) online planning responding to the feedback of information about the process state.

Compiled monolithic procedures are appropriate for planning operations such as startup, shutdown, or changing a system's general operating state. This approach is typically found in industrial processes such as power plants. A human operator can follow a procedure without fully understanding its limits of applicability. As a result, there is no actual knowledge of the reasoning behind the procedure. It is impossible to determine the exact effect of the procedures, such as whether steps can be reordered or if it is possible to "work around" a newly discovered fault. The procedure gives step by step instructions, for example for starting a pump, but it will not help the operator understand the deep knowledge about why the pump must be started in this way, and the consequences of not doing so. In abnormal conditions, the operator must perform reason about the process states to generate a solution to the problem. This analysis requires functional understanding of the current response of the system, which is considered an activity of the online planning.

Online planning is necessary when a process breaks down or is stopped in an abnormal situation. A wide variety of operating conditions may occur and the human operator needs to do online decision making. Depending on the fault, it might require a complex plan to bring the system back to the normal operational state. This is a very demanding task to the operator because of the limited time and information-processing resources. The operator needs efficient strategies to cope with tasks that require complex interpretations of real-time data and complex coordination of actions.

Although our proposal is well suited to investigate online planning, our main concern is to develop tools to give support during start-up of a plant or to help the operator in off-line planning. In spite of the challenging problems found in online planning, we believe that this step is important and fundamental to future researches.

Prodigy: Prodigy is a domain-independent problem-solving architecture used primarily as a test-bed for research in planning, machine learning, and knowledge acquisition. The Prodigy architecture consists of a core general-purpose state nonlinear planner and several learning modules that refine both the planning domain knowledge and the control knowledge to guide the search process effectively. The nonlinear planner follows a means-ends analysis backward chaining search procedure reasoning about multiple goals and multiple alternative operators relevant to achieving the goals. The nonlinear character of the planner stems from its dynamic goal selection which enables the planner to fully interleave plans, exploiting common subgoals and addressing issues of resource contention.

User Prodigy Interface: We are currently developing extensions to the user interface provided by Prodigy [6] in order to provide a friendly communication to the human operator. Basically, this extensions will allow the human operator to set a problem and to receive a solution.

SS Prodigy Interface: This interface will be responsible for maintaining the internal state of the planner according to the real state of the system. It will be necessary to define a communication protocol between Prodigy and the real time system.

Planning domain knowledge: A planning domain is defined by a set of types of objects, i.e. classes, used in the domain, a library of operators and inferences rules that act on these objects. Prodigy's language for describing operators is based on the STRIPS domain lan-
guages, extended to express disjunctive and negated pre-
conditions, universal and existential quantification, and
conditional effects. Each operator is defined by its pre-
conditions and effects. The descriptions of preconditions
and effects can contain typed variables. This typed vari-
ables, called planning variables, can be constrained by
functions.

Defining a planning domain is a difficult task. In the
next section, we describe our approach to define a plan-
ing domain based on the multi-level flow modeling.

Real time software
Real time software has been built to reduce the human
efforts in processing information, and to relieve the op-
operator from the repetitive tedious tasks. The current sys-
tems focus on information gathering and visualization.
In abnormal conditions, they provide very little guidance, if
any, in terms of eventually needed high-level planning
actions. The most sophisticated systems support a com-
plete application development environment for building
and deploying intelligent applications, such as G2. How-
ever, in general, they are based on generic rules and pro-
cedures to represent the expert knowledge.

3. Multi-level Flow Modeling
In [7], Lind describes a multi-level flow model (MFM) for
engineering systems. This model constitutes a signifi-
cant advance in abstracting the high-level functional de-
scription of a system from the low-level technical imple-
mentation details. MFM introduces goals as necessary concepts
to capture the purposes of an engineering system.
The goals are achieved by functions which describe the inten-
tions of the system designer. The functions are the result
of the behavioral interactions between the physical com-
ponents of the system.

Basic principles of MFM
MFM uses the whole-part and means-ends decomposi-
tions to represent a man-made engineering system. The
whole-part decomposition is used to describe refinements
of a function in order to present more details of its real-
ization. This process creates hierarchical structures and
new functions and goals are generated. The means-ends
decomposition seeks to identify the functions of the com-
ponents and their relations to the goals of the system.
The functions are ascribed to the system to achieve a
specific goal and there is no meaning to specify functions
which do not contribute to achieving goals.

The whole-part decomposition can be illustrated con-
sidering a pumping force in an industrial process. This
function can be provided either by a pump or by natu-
ral circulation due to a difference in temperature or in
height. To show the functional details of this individual
function, a lower level of abstraction about the pump-
ing force must be defined. For instance, a pump-based
system will perform its function only if the electrical sub-
system that supports the pump is working correctly. To
represent this knowledge, a lower level decomposition can
be defined with the details about the start-up system re-
quired by the pump.

The means-ends decomposition represents the func-
tionality of a system through a set of structures that
captures the mass and energy flow. Hence, the MFM is
well suited to model plants that involve energy convert-
ing processes such as power plants and some chemical
processes. The mass and energy flow structures are built
based on a set of functions which are related in comple-
mentary pairs, namely source-sink, storage-balance, and
transport-barrier. MFM uses a graphical representation
and distinguishes between functions that process energy
and functions that process mass as illustrated in Figure 2.

![Fig. 2. Graphic symbols used by MFM the means-ends decom-
position.](image)

The structures are interrelated by goals through two
means-end relations: achieve relation and condition rela-
tion. The achieve relation is used to describe the MFM
goals that a structure achieves. Usually, a goal is achieved
by one or more functions. The condition relation is used
to connect an MFM goal as a precondition of a function.

Building a multilevel flow model
Building a model based on MFM is not straightforward.
Most of the concepts are borrowed from thermodynamics.
However, the functional concepts are not necessary
related directly with the physical properties of the com-
ponents or subsystem. They should be interpreted as
more general functional concepts. A comprehensive un-
derstanding of these differences requires more experience
and more studies. Acquiring the MFM models is beyond
the scope of our work. Others, including [8] and [3], have
studied methods for building a model based on MFM.

Figure 3(a) shows an industrial process which consists
of a tank that stores some material and the inlet valve
(valve-Α) and the outlet valve (valve-D). The tank has
two level sensors, namely a high-level (HL) and a low-
level sensor (LL), to signal full and empty tank, respec-
tively. This process can be modeled through a mass flow
structure as illustrated in Figure 3(b). The functions rep-
modeled by MFM may be compared to the problem of establishing each function in the model.

A function can be established when both the underlying neighboring functions in the model are in states as intended by the designer and contribute to achieving the operational goals. However, establishing a function is a quite complicated task and can not be done in one step. Before establishing a function, it must be enabled. A function can be enabled when it is ready to be integrated with other functions. This means that the function is ready to provide an useful behavior but is not yet working.

Based on this concept, we have developed a flexible approach to building a planning domain composed of operators to enable and establish the MFM functions. The generality of these operators allows their application to other engineering systems modeled by MFM. The strength of our approach results from the combination of the flexibility in building the domain using MFM and the rich representational framework provided by our planner.

Figure 4 shows a generic representation of a operator to establish an MFM transport function. To set the appropriate preconditions for a specific transport function, we use the Prodigy capabilities of constraining planning variables with functions. These functions are shown on the right side of Figure 4. This table shows the values returned by the functions when a transport function is passed as an argument, corresponding to the industrial process and the MFM model shown in Figure 3.

We have defined three types of precondition for mapping knowledge from an MFM model: (a) preconditions that can be derived from the model topology, preconditions to support the basic behavior of a MFM function, called process state preconditions and preconditions associated to the human operator activities, called user task preconditions. The next section describes our general approach to acquire this kind of knowledge of any engineering system modeled by MFM.

4. General Framework to Acquire a Planning Model

We have successfully implemented a flexible approach to acquire a planning model of industrial processes based on two different frameworks, one related to the modeling system and the other related to the planning system. The integrated framework is shown in Figure 5. The modeling system provides an intermediate step to acquire the planning knowledge. However, we assume that the model exists already. This means that someone have identified the function and goals according to the method presented in [8]. We have defined a model representation for planning purposes based on the conditions required to enable and establish the MFM functions. The conditions for the existence of each function are organized in three structures (process states, topological, and user tasks) that will be mapped to the planning operator through the mapping functions. This representation provides a means to acquire the planning knowledge into more manageable entities, using especially the means-end and whole-part decomposition of MFM. We use a hierarchical approach to acquire the specific knowledge which is associated with each MFM function.

The planning system generates solutions according to the several levels of abstraction used to acquire the specific knowledge. Our planning domain does not encode the planning knowledge for a particular domain directly in the planning representation. Instead we have implemented a planning domain that is tightly coupled to the MFM functions, so that part of the planning domain can be reusable to other applications modeled by MFM. This domain, called MFM-based planning domain, is specified as a set of generic operators and a set of specific operators. The generic operators are composed of enable and establish operators. The specific operators are defined according to a domain; because they are domain dependent, our MFM-based planning domain cannot be totally reusable to other applications. Therefore, a modification of the specific operators is necessary.

The focus of our work is to show that deep knowledge may be captured and included in the MFM knowledge representation in order to guide the searching process to come up with a sequence of enabling and establishing the MFM functions. From that sequence, we can find what the operators are needed to change a system state and in what order they must be executed.

Modeling system
The modeling system provides an intermediate step to acquire planning knowledge while maintaining an easy way to add or modify knowledge of each MFM function. Furthermore, this planning knowledge is represented in a way that can be easily readable, because it is captured.

Fig. 3. (a) Example of a simple industrial process. (b) Typical MFM model

Fig. 4. Example of a generic operator to establish an MFM transport function
based on the MFM functions. To capture the knowledge from MFM for planning purposes, we must represent the model in a way that enables an AI planner to reason. Therefore, we translate the model into an internal representation, called MFM knowledge representation, that captures the specific knowledge of the domain (process states structure), the model topology (topological structure), and the activities of the human operator (user tasks structure).

**Interface**

The interface between the MFM and the planning system is realized by a set of mapping functions. These functions perform an important task in our approach; they maintain an independence between both frameworks and provide constraints on the planning variables.

**Planning system**

The planning system performs a reasoning process to solve a problem guided by the model along the means-end and whole-part decompositions. The planning system presents a solution which is composed of a sequence of actions based on the specific operators defined in the domain. These operators are ordered according to the sequence of enabling and establishing the MFM functions. As cited earlier, we use in our approach the Prodigy architecture. It is important to notice that a main factor responsible for the strength of our approach is the capability of constraining planning variables by arbitrary functions in an operator-based planner, such as the Prodigy planner. Other operator-based planners without this powerful feature could also benefit from our methods, though possibly obtaining more domain-specific operators.

6. **Empirical results**

Our approach has been successfully applied to two industrial case studies: power plants and chemical processes. In the following, we described our results to the power plant domain.

**Power plant domain**

We have developed an MFM-based planning domain to be applied in a boiler power plant [9]. The planning system generates a sequence of actions to start-up the plant based on high level procedures that will be executed by a human operator. Hence, a solution is intended to lead the power plant from a state where no systems of the plant are working to an operating state. This view requires a solution based on a transition of states at a very large scale, from inoperative to fully operational. Therefore, the problem of controlling small changes and precisely controlling the subsystem states are ignored. Instead the focus is on the main functions of the plant and how to establish them. However, we show our approach to decompose the functions toward a lower level of abstraction in order to provide more details in the solution. We show one refinement in the feed water system to illustrate how our approach explores the MFM whole-part decomposition.

In [9], Larsen built an MFM model of a boiler power plant. The complete model that is composed of three MFM structures will not be shown here; however, Figure 6 shows the MFM model of the steam and the feed water system that will be used to illustrate our approach.

Structure 3 is responsible for capturing the functions of the water and steam cycles that are formed by a hot well condenser, a deaerator, a boiler, and the turbines. This
structure guides the planner during the search process. The complete plan generated is too long to be presented here. Figure 7 shows the simplified plan composed of a sequence of procedures to startup the plant.

1. exec-proc put.plant,system,service normal
2. exec-proc start.circulating,water,system normal
3. exec-proc start,feed,water,system normal
4. exec-proc start,boiler,water,system economizer,ok
5. exec-proc start,air, fuel,system normal
6. exec-proc start,steam,system normal
7. exec-proc turbine,generator,synchronization normal

Fig. 7. Sequence of procedures to startup a boiler power plant

We included in this plan an additional parameter to provide alternative solutions. This is the case of the boiler water system (item 3). Two solutions can be provided to the boiler water system. It can be started with the economizer present (as illustrated) or not. Whether or not the economizer will be present depends on the current state. If the economizer is specified in the current state, then it will be included in the solution. If it is not specified, it will be ignored.

Planning refinement: The above solution proposes an operator like "exec-proc start-feed-water-system" as a single action, whereas the procedure of start-up the feed water system of a boiler power plant is a quite complex task and may require more details. In order to present more details the MFM whole-part decomposition can be used. As an example, the feed water system is decomposed as illustrated in Figure 6.

We have associated with the transport Tr16 one process state precondition (FWS-Ok). If this precondition is false, then a subgoal process starts. To guide this subgoal process one lower level decomposition is defined. Tr16 is decomposed in two MFM structures. These structures describe a lower level of detail of the feed water system. The planner searches for a sequence of enabling and establishing the MFM functions defined. During this search new human activities are defined as illustrated in figure. According to this lower level of abstraction, the planning system generates the solution shown in Figure 8.

1. exec-proc put.plant,system,service normal
2. exec-proc start.circulating,water,system normal
3. exec-proc start,feed,water,system normal
4. exec-proc start.turbine,condensate,pump normal
5. exec-proc start.turbine,steam,system normal
6. exec-proc start,boiler,feed,pump,normal
7. exec-proc start,boiler,water,system economizer,ok
8. exec-proc start,air, fuel,system normal
9. exec-proc start,steam,system normal
10. exec-proc turbine,generator,synchronization normal

Fig. 8. Solution to the startup problem considering the refinement of the feed water system

This plan shows that the feed water system was decomposed into four activities. These activities were ordered according to the sequence required to enable and establish the MFM functions.

Chemical process domain

To show the flexibility of our approach we have developed an MFM-based planning domain to generate operating procedures of a chemical process [2]. The power plant domain has been modified to support the specific activities of purge operations. In this domain, we address the problem of mixing constraints which commonly arise in chemical process planning problems.

6. Conclusion

We have proposed one alternative approach to give support to the human operator's activities in a control room of a supervisory system based on the AI planning techniques. In proposing this approach, we have addressed an important problem when applying AI planning techniques in real world applications - the planning knowledge acquisition.

We have defined a framework to acquire planning knowledge based on a modeling system on a planning system. The modeling system consists of a functional model, called multilevel flow modeling (MFM), and its representation. The model topology and the domain-specific knowledge are captured by the MFM knowledge representation and transferred to the planning operators through the mapping functions that assure independence between the planning system and the functional model.
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