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ABSTRACT
Automated data collection in urban transportation systems produces a large volume of passenger data. However, quite a few of the data are still incomplete, limiting the insight into passenger mobility. The unavailability of destination information in entry-only passenger data is a very common issue. Traditional approaches for estimating passenger destinations rely on heuristics that can recover only some of the missing destinations. To deal with the remaining incomplete data, this paper, for the first time, proposes a second-order inference methodology to leverage semi-supervised self-training to infer the missing destinations. The methodology involves the design of a base learner to predict the missing destinations based on the statistics of a selected similarity-based "training set", and the design of a selection strategy to select new data with high prediction confidence to update the training set. To further improve the inference, we incorporate personal history priors to modify the base learner. We evaluate our designs using two data sources: a real-data inspired traffic-passenger behavior simulation in the city of Porto, Portugal, and the real bus Automated Fare Collection (AFC) data collected from the same city. The experimental results show that compared to baseline methods that do not use self-training, our approach significantly improves the inference performance and achieves notably high accuracies.
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1 INTRODUCTION
The rapid growth in urban populations poses significant challenges to efficiently move city dwellers in a fast, seamless, and convenient manner. To address this challenge, the concept of Smart City has been proposed to use urban informatics and technology to improve the quality of urban service. Intelligent transportation system is an important aspect of Smart City. To build this system, city planners require a clear picture of passengers’ mobility patterns as a basis for transportation planning. Research that estimates people mobility patterns, especially travel demand patterns, requires access to large-scale and multi-source passenger mobility data. The availability of such data is improving as over the past decades, automated data collection in public transportation systems has become increasingly popular in cities worldwide. Automated data collection infrastructures produce a large volume of data about passengers, providing insights into crowd size, passenger journey time, and spatiotemporal distribution of travel demand.

However, the data collected by those systems are often incomplete, limiting the estimation of the overall demand profile [1]. In particular, the unavailability of passenger destination information is very common in entry-only automated transaction systems. Entry-only systems are popular because they reduce the number of transaction devices that must be supported, and because of the convenience of not having to tap the smart card additionally when alighting. Unfortunately, the passenger transaction records collected by entry-only systems do not directly provide the information necessary for constructing the passenger Origin-Destination (O-D) matrices.

Passenger O-D matrices provide vital information for operation planning and service adjustment [2]. Generally, the O-D matrices of passenger journey can be obtained in three ways.
The first way is to make manual travel surveys which are infrequent, expensive, and prone to response bias [3]. The second way is to install entry-exit systems to all the mass transit vehicles in the city to accurately record boarding and alighting information of each passenger. As mentioned previously, for internal mass transit in a city, there is no simple solution to apply such systems due to hardware cost and passenger inconvenience. The third way is to estimate O-D pairs from either incomplete but direct data or indirect but relevant data, such as cell phone data [4] and parking sensing information data [5]. Due to the practical efficiency, the third path becomes a necessary intermediate step in most travel analysis [6].

Traditional O-D pair estimation methods rely on heuristic logic which is based on the proximity of possible destinations to the next origin. In the case of entry-only passenger data, two assumptions are widely used as the basis of estimation: the most likely destination of a trip is the origin of the next trip, and the most likely final daily destination is the first daily origin [7]. Grounded on the assumptions constrained by time, distance, and other validation rules, disaggregated estimation can apply to infer the destinations of passengers with multiple daily trips.

However, solely relying on heuristic logic is insufficient: a considerable amount of entry-only data remains incomplete, either because we don’t have the subsequent trip or because the subsequent trip does not meet the validation rules. In general, the entry-only data with estimated destinations that meet the validation rules account for about 60% of total entry-only data. Here, we refer to the qualified estimated data from traditional methods as reconstructed data. Thanks to previous research, the reconstructed data cover the majority of passenger population, of which the destination information is reasonably accurate. We believe that there is a lot of useful information in the reconstructed data for us to look into the remaining data. Thus, it is feasible to make a step forward to conduct extended inference to the destination of the remaining data. We refer to such extended inference using reconstructed data as second-order inference.

We realize that the second-order inference of destinations is a semi-supervised learning classification problem. In the problem, reconstructed data and remaining data can be conceptualized as labeled data and unlabeled data, respectively. A classifier is trained to correctly classify each unlabeled data point to a class and label it accordingly. Different from supervised learning methods which need sufficient labeled examples, semi-supervised learning can make use of both labeled and unlabeled data to improve the classification performance.

Self-training is commonly used in semi-supervised learning problems. A self-training method uses its own predictor (termed as base learner) to assign labels to unlabeled data. Then, the newly-labeled data with high confidence are selected to be added to the labeled set for the next iteration. There are two key challenges when leveraging self-training to a real world classification problem. First, the performance of the self-training algorithm strongly depends on the selected newly-labeled data at each iteration [8]. The selection strategy is based on the base learner’s confidence of the prediction. Thus, it is vital that the base learner is well designed such that the prediction confidence is correct. Second, in big data scenarios, training effort is a concern. The process of properly selecting a limited number of training data to reduce training effort without seriously reducing the accuracy is vital for the scalability of the approach to large scale dataset.

In this paper, we propose a methodology to leverage semi-supervised self-training to conduct second-order destination inference taking advantage of heuristics-based reconstructed data. The main idea is to apply the explicit destination information in the reconstructed data to infer the remaining missing destinations in an iterative and self-training manner.

In particular, to overcome the aforementioned challenges, we design a base learner to predict the destination based on the statistics of a selected similarity-based training set. The training data are selected according to their similarity to the inputted unlabeled point. After the prediction, we apply a selection strategy to select newly-labeled data with top-ranked prediction confidence to update the labeled set for each iteration of self-training. The proposed design of the base learner and the selection strategy leads to high-accuracy inference of passenger destinations. Besides, the built-in tunable parameters designed in the base learner make it possible to properly limit the training size and eventually reduce the training effort without seriously reducing the inference accuracy. Furthermore, we demonstrate that by incorporating valid priors, in particular, personal history priors to modify alighting distributions, the base learner will produce more reliable destination estimation to achieve higher accuracies.

The main contributions of the paper are as follows:

- To our best knowledge, it is the first attempt to leverage self-training paradigm to passenger destination inference for entry-only passenger data.
- We subtly design a base learner and a selection strategy of newly-labeled data for updating the training set to achieve high inference performance with reasonable training effort.
- We demonstrate that by properly incorporating personal history priors to modify the base learner, further inference improvement can be achieved.
- We evaluate our approach with two data sources: the results of a real-data inspired traffic-passerger behavior simulation in the city of Porto, Portugal, and the real bus AFC data collected from the same city. The experimental results support the validity of our approach. For the simulation data, the exogenous accuracy achieved 83% given 13% wrong labels in the training set. For the real data, the endogenous accuracies achieved 94% and 97% for inference without and with priors, respectively.

Additionally, we discuss the influence of 1) built-in parameters and 2) the wrong labels in the reconstructed data on the overall second-order inference accuracy. The experimental results show that our method is robust against wrong labels.

The rest of the paper is organized as follows. Section 2 discusses related works. Section 3 describes a traditional
inference method, and Section 4 describes the detail designs of the self-training methods for the problem of second-order passenger destination inference. Section 5 introduces the data sources used in the experiments. In Section 6, the experiments and results are presented. Lastly, Section 7 concludes our work.

2 RELATED WORK

Over the past two decades, substantial research interest has been placed in the field of O-D matrix estimation from entry-only passenger data. Usually, traditional methodologies estimate the destinations of individual trips, and then aggregate the O-D pairs to construct estimated O-D matrices.

2.1 Destination Estimation using Assumptions

In most traditional methods, the primary assumptions for estimating passenger destinations are that the destinations are close to or exactly at the next recorded location. One well known preliminary work was conducted by Barry et al. [7]. They estimated destinations of entry-only AFC data from the New York City subway system through two assumptions: 1) the most likely destination of the trip is the origin of the next trip, and 2) the most likely final daily destination is the first daily origin. They validated their methodology and assumptions using travel diary surveys. Later on, many other researchers have developed variant procedures to deal with the missing destination information more robustly by taking distance limitation into account and integrating other data resources [9, 10, 11, 12, 13].

In general, the ways in which researchers validate their estimation are bifurcated into exogenous validation and endogenous validation [14]. The former relies on external datasets, such as ground-truth O-D trips and household surveys that are independent from the reconstructed data. Only a few studies are able to achieve this [1, 10, 12, 15]. As a workaround, endogenous validations are commonly applied to ensure the consistency within the reconstructed data. Most studies apply the endogenous to validate their work [9, 13, 14, 16, 17]. One comparative advantage of our work is that we are able to implement traffic-passerger joint simulation with the help of agent-based traffic simulation tools. Therefore, we can conduct direct exogenous validation that truly evaluates the performance of our approach. On the other hand, as to the real bus data, we validate our inference with labeled data selected from the reconstructed data. Compared to the distance or spatial endogenous validation used in previous work, this is a more reliable validation method.

2.2 Machine Learning for Entry-Only Data

The application of machine learning (ML) to the transportation field (e.g. bus arrival time prediction [18, 19] and vehicle trajectory prediction [20, 21]) is increasing, especially when Automated Vehicle Location (AVL) and Automated Passenger Count (APC) technology became popularized. AVL data are GPS data that keep track of vehicle locations in real time. APC data record the passenger volume in vehicles accurately. The availability of those data enables plenty of machine learning approaches such as supervised learning to achieve significant success in the transportation field.

However, seldom attempts have been made to generalize ML methods to the entry-only data, even this kind of data is usually large in volume and rich in temporal-spatial information. The setbacks are the expensive cost and human effort needed to obtain true destinations. To the best of our knowledge, the first implementation of deep learning for destination prediction using complete entry-exit AFC data was conducted by Jung et al. [22]. In their work, they trained deep artificial neural networks with large amount of true O-D trips provided by an entry-exit bus fare system in Seoul, Korea and predicted destinations given entry information and land-use characteristics. Though this work is a decent starting point, the unavailability of real destinations in other cities limits its feasibility and practicality.

To push forward research in filling the missing destinations of entry-only transactions from which the transportation planners can learn the demand patterns, our work, for the first time, proposes to leverage semi-supervised learning to conduct second-order destination inference. We look into the remaining data with the knowledge obtained from the reconstructed data and iteratively modify the corresponding probabilistic knowledge in a self-training manner. Our work is generic to other types of destination inference problems once fragments of O-D knowledge concerning human mobility are available.

3 FIRST-ORDER INFERENCE

The issue of focus in this paper is as follows: given the entry-only passenger data of which the destinations are unknown, how can we infer the destinations?

The process that infers destinations directly from the entry-only data is conceptualized as first-order inference. This section introduces a commonly used first-order inference. For general discussion, the entry-only passenger data have the following four attributes:

- $t$: boarding time;
- $r$: route code of the mass transit;
- $o$: boarding stop;
- $h$: passenger ID.

In this section (Section 3), the word “stop” means “stop code”.

We also conceptualize:

- $d$: alighting stop;
- $n$: number of stops of route $r$.

First-order inference is primarily conducted based on passenger travels with multiple stages in a single day. This implies that the data are pre-grouped with respect to day before applying this process. Without special note, in this section, the data are assumed to be the same-day data. The objective for estimating the destinations of passenger travels is to determine the alighting stop of each travel stage:

$$\hat{a}_{h,s}$$

estimated alighting stop of the $s$-th stage of passenger $h$.

The first-order inference method applied in this paper is based on two key assumptions that are generalized from previous work [7, 11, 14]: 1) the most likely destination of a
travel stage is the downstream route stop nearest to the origin of the next travel stage, and 2) the most likely destination of the last travel stage is the downstream route stop nearest to the origin of the first daily travel stage.

Let dist(stop1, stop2) be the Euclidean distance between two stops. Define \( d_{h,s} = \{ \text{stop}_{i}^{\text{in}} | \text{index}(o_{h,s}) \leq i \leq \text{index}(c) \} \) as the downstream alighting stop candidate set, where \( o_{h,s} \) is the route code of the \( s \)-th stage of passenger \( h \), index() is the stop index, and \( \text{stop}_{i}^{\text{in}} \) is the \( i \)-th stop of route \( o_{h,s} \). The inference method is formulated as:

\[
\begin{align*}
\hat{a}_{h,s} &= \arg\min_{d_{h,s}} \{ \text{dist}(o_{h,s+1}, d_{h,s}) \}, 0 < s < m_h, \quad (1) \\
\hat{a}_h &= \arg\min_{d_h} \{ \text{dist}(o_h, d_h) \} , s = m_h, \quad (2)
\end{align*}
\]

\[
s.t. \quad o_{h,s} \neq d_{h,s},
\]

\[
\text{dist}(o_{h,s+1}, d_{h,s}) < c, \quad 0 < s < m_h,
\]

\[
\text{dist}(o_{h,1}, d_{h,1}) < c, \quad s = m_h,
\]

where, \( m_h \) is the number of travel stages of passenger \( h \), \( o_{h,s} \) and \( d_{h,s} \) are the boarding stop and the alighting stop of the \( s \)-th stage of passenger \( h \), \( c \) is the cut-off distance. The first constraint is to make sure that the origin and destination of a travel stage are two different locations. The second and third constraints are to set a reasonable walking distance threshold which the passenger can transit from one stop to another on foot.

Three aspects about the introduced first-order inference need to be emphasized here. The first aspect relates to the process of the final travel stage. If the travel has more than two stages, it is arguably likely that the last journey stage was to reach a destination other than the daily origin. Simply assuming that the latter is true brings great risk of incorrect inference [14]. Therefore, we restricted the use of (2) to two-stage travels (\( m_h = 2 \)), and the final destination of a multiple-stage travel is not assigned even if it meets the constraints. The second aspect is related to using travel history of passengers to infer the destinations of single-stage travels. According to the definition of first-order inference in this paper, we argue that this is an extended process based on reconstructed data, and strictly speaking, this is not a part of first-order inference. Instead, we included this process in second-order inference which is introduced in the next section. The third aspect is about further increasing the sophisticated nature of the method. It is possible to consider time (a combination of vehicle dwell time and passenger boarding time) and vehicle speed in addition to distance to determine the potential destination of a travel stage or to create a constraint according to the number of alighting passengers. But it would be complex and less reliable to deal with the noise caused by temporal traffic jams, traffic light variations, and other uncertain conditions based solely on the passenger data. Thus, we prefer proceeding with a primary method first and gradually increase the subtlety when extra relevant data (such as VGL data, etc.) are available.

In the output of the first-order inference process, the data successfully inferred are called reconstructed data, and the data still unable to be inferred are called remaining data.

4 SECOND-ORDER INFERENC

To deal with the remaining data, we propose second-order inference to draw probabilistic conclusions about the destinations of remaining data in the presence of destination statistics obtained from the reconstructed data.

4.1 Semi-Supervised Setting

Before introducing technical details of our methodology, we start with converting the second-order inference problem into a semi-supervised learning setting. In this section (Section 4), we change the meaning of \( o \) and \( d \) to be the boarding stop index and alighting stop index, respectively. The word “stop” means “stop index” in this section. The meaning of other symbols in Section 3 remains unchanged.

In the parlance of data science, the set of reconstructed data is conceptualized as labeled set and the set of remaining data as unlabeled set. Each data point is a vector \( x_k = (o_k, d_k, h_k) \). In our problem, a data point is also called a transaction. We have the labeled points \( X_l = \{ (x_1, x_2, \ldots, x_l) \} \), of which the labels \( Y_l = \{ (d_1, d_2, \ldots, d_l) \} \) are provided, and the unlabeled points \( X_u = \{ (x_{l+1}, x_{l+2}, \ldots, x_{l+u}) \} \) of which the labels are unknown. Note that \( d_k \in \{ 1, 2, \ldots, n \} \) is the alighting stop of the \( k \)-th transaction. We assume that both the labeled data and the unlabeled data are drawn from the same distribution. We can see that \( l \) is the number of labeled data, and \( u \) is the number of unlabeled data.

The objective of semi-supervised learning is to make use of both labeled data and unlabeled data to label the unlabeled data. In our scenario, we attempt to use this method to fill the missing destinations.

4.2 Baseline Second-Order Inference

The subsection introduces the baseline inference which uses a straightforward way to infer the destination of a transaction by counting on the boarding and alighting statistics in labeled set. That is, we selected proper labeled data to advise: given boarding time \( t \), boarding route \( r \), and boarding stop \( o \), how the probabilities of the destinations are distributed in the rest of the route. Upon this direction, we should be careful about the fact that the downstream alighting distributions could be inhomogeneous and vary in time. However, instead of complete randomness, human trajectories show a high degree of temporal and spatial regularity [23]. Thus, according to the periodic human activity, it is reasonable to assume that the alighting distributions of a given boarding mode (i.e., a fixed route and boarding stop) is stable within a small period of time on a certain weekday. In that sense, we focused on inferring the destinations of transactions on workday basis and constructed O-D matrices for each hour. With the O-D matrices, we could draw the fine-grained alighting distributions.

Specifically, we screened out all labeled transactions of certain weekdays (e.g., Wednesdays) and reorganized them according to route. For each route, we counted the boarding-alighting record hourly and stored the counts in the O-D matrix.
of that hour. In this way, each route is associated to 24 matrices. For managerial purposes, we saved all the O-D matrices into an O-D matrix dictionary $A = \{A_r\}$ where $r$ indices a route code and $T$ indices a hour. For example, for the route $r$, in the hour of $T$, the corresponding O-D matrix $A_{r,T}$ is in the form of

$$A_{r,T} = \begin{pmatrix}
0 & \lambda_{1,2} & \lambda_{1,3} & \cdots & \lambda_{1,n^r} \\
0 & 0 & \lambda_{2,3} & \cdots & \lambda_{2,n^r} \\
0 & 0 & 0 & \cdots & \lambda_{3,n^r} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0
\end{pmatrix}.$$  (3)

where

$$\lambda_{i,j} = A^{(i,j)}_{r,T} = \sum_{k=1}^{t} 1(t_k \in T, r_k = r, o_k = i, d_k = j)$$  (4)

indicates that in the labeled set, in the time period of $T$, there are $\lambda_{i,j}$ passengers boarding onto the route $r$ at the stop $i$ and leaving the vehicle at the stop $j$. Obviously, only upper-right entries of the matrix have non-zero values because under normal conditions, no one can go back to any upstream location or leave the vehicle at the same boarding stop after check-in.

Each row in $A_{r,T}$, after normalizaton, presents the alighting probability distribution. Thus, given a transaction with the trip starting at the stop $o$ at time $t$, we constructed the distribution over alighting stop candidates $d$ as follows:

$$p(d|t, r, o; t \in T) = \frac{A^{(o,d)}_{r,T}}{\sum_{j=1}^{n^r} A^{(o,j)}_{r,T}}.$$  (5)

This is also called alighting empirical distribution, since it is a probability function of destination candidates given statistics in relevant labeled data. Then the inference of the destination can be fulfilled via:

$$\hat{d} = \arg \max_d p(d|t, r, o; t \in T).$$  (6)

With this framework, the baseline inference can be described as the following procedure:

- Given the route $r$ and the boarding time $t \in T$, find out the O-D matrix $A_{r,T}$;
- Given the boarding stop $o$, pick out the $o$-th row;
- Normalize the row vector to obtain the alighting probability distribution;
- Infer the destination $\hat{d}$ using equation (6).

4.3 Second-Order Inference using Self-Training

Baseline inference is a rough method, and further designs are necessary to achieve higher performance. In the situation where there are considerable amount of unlabeled data, fully supervised training becomes infeasible. Many machine-learning researchers have found that unlabeled data, when used in conjunction with the labeled data, can produce notable improvement in learning accuracy [24]. We found that this property also applies to our passenger destination inference problem - by incorporating the information of unlabeled data to further extrapolate the alighting distribution, the classifier (6) can make more reliable inference. A semi-supervised self-training approach is proposed in this subsection.

The framework of semi-supervised self-training is illustrated in Fig. 1. The main idea is that from labeled data, we learn a base learner. The base learner conducts predictions to assign labels to unlabeled data. From the set of newly-labeled data, a selection strategy is applied to select high-confidence predictions and add them to the original labeled set. The unlabeled set is replaced by the rest of newly-labeled data. This process iterates until all unlabeled data are labeled or the iteration exceeds a threshold number. For our passenger destination inference problem, the labeled data are initialized as the reconstructed data and the unlabeled data as the remaining data.

To implement a self-training that suits well to our passenger data, the base learner and selection strategy of newly-labeled data are designed as follows.

4.3.1 Base Learner. The performance of self-training strongly depends on the confidence of the prediction of the base learner. Therefore, to design a base learner that suits well to our passenger data is vital for high inference performance. Though fairly rough, the baseline inference is a good starting point that provides a nice framework upon which we can construct a base learner. The base learner considered in the paper consists of two parts:

- Extrapolate the alighting distribution given the boarding information;
- Draw the probabilistic conclusion about the destination given the extrapolated alighting distribution.

In general, the classifier (6) still applies here as it elects the optimal destinations given the statistics of similar observations. Eventually, the key factor that affects the inference quality lies on the quality of the extrapolation of alighting distributions. Different from the scheme in the baseline that simply relies on the statistics of the labeled data in a fixed hour, a more sophisticated scheme should consider: 1) what kind of labeled data should be selected, and 2) how many of them are needed or enough for a good extrapolation.

To this end, we propose to use a time window centered at the boarding time to ensure the involvement of most relevant
labeled data for training. We set a tunable bandwidth parameter for time window to achieve flexibility in practice. To formulate this, we defined $T^t$ as the period of time centered at the instant $t$ with a given “bandwidth parameter” $\Delta$ (note the bandwidth is $2\Delta$):

$$ T^t = \{t| t - \Delta \leq \tau \leq t + \Delta\}. \quad (7) $$

On the other hand, we modified the O-D matrix dictionary $D = \{A_{r, t}\}$ by increasing the temporal granularity, e.g., we constructed a base O-D matrix every 6 minutes, and in this case, $T$ (see subsection 4.2) is a predetermined 6-minute interval. Then for a transaction of route $r$, time $t$, the O-D matrix is

$$ A_{r, t} = \sum_{(T | T \cap T^t \neq \emptyset)} A_{r, T}. \quad (8) $$

This process accumulates the O-D pairs in the period of $T^t$ to construct an O-D matrix given the boarding information. Based on (8), the corresponding alighting distribution is:

$$ p(d | t, r, o) = \frac{A_{r, T}^{(o, d)}}{\sum_{j=1}^{n^{r}} A_{r, T}^{(o, j)}}. \quad (9) $$

And thus, we applied the base prediction:

$$ \hat{d} = \arg \max_d p(d | t, r, o) \quad . \quad (10) $$

Up until now, the base learner is thoroughly defined. It will also make sense to apply a deep artificial neural network (ANN) as a base learner. However, the training of ANNs is time-consuming. Concerning the algorithm complexity, we did not select ANNs.

### 4.3.2 Selection Strategy

As to the selection strategy of newly-labeled data, we took advantage of the base prediction in (10), with which a selection strategy of the newly-labeled data based on probability ranking can apply. Specifically, we sorted the newly-labeled data in descending order with respect to inference confidence $p(\hat{d} | t, r, o)$ and selected the first $N$ data along with their labels to add to the original labeled set. The rest of newly-labeled data return and replace the original unlabeled set. The number of the iteration of the entire inference highly depends on $N$.

Note that the selection of labeled data for the training set in (8) is NOT a part of the selection strategy, but a part of the base learner. Here we need to clarify a point that is related to the trade-offs between training effort and performance. In many cases, the use of the training selection may eventually cause a decrease in inference accuracy. In general, the more relevant labeled data we use for training, the more reliably the base learner will perform. However, in the scenario of large data size, training effort is a critical concern. Li et al. pointed out the phenomenon when processing brain data: using a proper selection metric, which are designed for learning the classifier from a limited number of training data, the training effort could be significantly reduced while keeping competitive accuracies [25]. Similar in our implementation, the use of the training data selection in (8) can optimize the training efficiency of self-training and ultimately achieve maximal scalability and flexibility of our methodology to other practical big data problems. As can be seen later, setting proper time window bandwidth can eventually reduce the training effort without badly deteriorating the inference accuracy.

### 4.4 Second-Order Inference using Self-Training with Priors

Beyond the above design, we explored further improvement by using personal history priors. Trépanier et al. introduced the possibility to incorporate passenger daily and weekly travel patterns to complete the missing destinations [16]. This is a feasible insight, since passenger ID is usually available in most entry-only data. Given a passenger ID, the passenger’s multiple daily travel stages can be retrieved, and corresponding destinations can be estimated through first-order inference. Our work extends the scope further: once the transactions of the same passenger are recorded continuously over a long time (e.g., several months), the passenger’s travel patterns on daily, weekly, and even monthly basis can be estimated by looking into the personal history. As can be imaged, the personal level mobility pattern information can be formulated as priors. It was attempted that the prior could increase the reality level of the alighting distributions of passengers that showed up repetitively.

To flesh this out, we assumed that in the entry-only data, parts of the passenger IDs (attribute $h$) appear repetitively in different days. With this assumption, we constructed an O-D matrices for each passenger ID and saved them in a dictionary $\Omega = \{\Omega_{r, h}\}$, where the entry is

$$ \Omega_{r, h}^{(i, j)} = \sum_{k=1}^{N} \mathbf{1}(r_k = r, o_k = i, d_k = j, h_k = h). \quad (11) $$

Each row in $\Omega_{r, h}$ after normalization, is the alighting prior of the person $h$. Thus, given a transaction with the trip starting at the stop $o$ of route $r$, the prior of the person $h$ (if the corresponding row has at least one non-zero value) is as follows:

$$ q(d | r, o, h) = \frac{\Omega_{r, h}^{(o, d)}}{\sum_{j=1}^{n^{r}} \Omega_{r, h}^{(o, j)}}. \quad (12) $$

Comparing the prior distribution (12) and the distribution (9), both are probability distributions of destination candidates from which we can draw a destination sample. To make a decision upon choosing a destination using both distributions, we consider a voting-based process. In the process, we have two independent voters. One of them has a voting distribution that follows the prior (12) and the other follows the distribution (9). Each time, each voter chooses a destination independently for the inputted unlabeled data point. Only when the two voters agree, we make use of the chosen destination. Otherwise, the voting repeats until the two voters agree. Then, the modified alighting distribution is shown as follows (the probability of choosing destination $d$ conditioned on agreement):

$$ p'(d | t, r, o, h) = \frac{A_{r, T}^{(o, d)} \times \Omega_{r, h}^{(o, d)}}{\sum_{j=1}^{n^{r}} (A_{r, T}^{(o, j)} \times \Omega_{r, h}^{(o, j)})}. \quad (13) $$

In practice, the row vector $A_{r, T}^{(o, d)}$ and $\Omega_{r, h}^{(o, d)}$ could be orthogonal to each other (the two voters never agree), and it is invalid to conduct the operation of (13). This issue became nontrivial when we were tuning the bandwidth parameter $\Delta$. A more
robust alternative can be achieved using the cumulative distribution function (CDF). Let $P(d|t,r,o)$ and $Q(d|r,o,h)$ be the CDFs of (9) and (12). We propose the following modified alighting distribution:

$$
\hat{p}(d|t,r,o,h) = p \odot q = P(d|t,r,o) \times Q(d|r,o,h)
$$

$$
-P(d-1|t,r,o) \times Q(d-1|r,o,h).
$$

where $\hat{p}(d=1|t,r,o,h) = P(1|t,r,o) \times Q(1|r,o,h)$. This is equivalent to forming a modified CDF through element-wise multiplication of $P$ and $Q$. As can be seen in Fig. 2, the $p \odot q$ operation effectively modifies alighting distribution $p$ using prior $q$. In particular, probabilities at the stops 3, 4, and 5 are properly balanced. In contrast, the calculation of the corresponding distribution is invalid using (13) due to orthogonality.

After modifying the alighting distributions with priors, the rest of the inference procedures are similar to those in subsection 4.3. The main structure of the second-order inference using self-training with priors is presented in Algorithm 1.

Algorithm 1 Outline of the Self-Training algorithm with prior

**Input:** L, U, N, Iter; L: Labeled set; U: Unlabeled set; N: Threshold of selection; Iter: Max iteration number; $\Delta$: Bandwidth parameter

**Output:** L, U

1. $[A_T] \leftarrow$ODMatrixDisctionary(L)
2. $[\Omega_{A,T}] \leftarrow$PersonalODMatrixDisctionary(L)
3. $n \leftarrow 1$
4. While (U != empty) and (n < Iter) do
5.   $S \leftarrow []$
6.   $n \leftarrow n + 1$
7.   For each $x_i = (t, r, o, h_1) \in U$ do
8.     $p \leftarrow$ alightingDistribution($[A_T]$, $[\Omega_{A,T}]$, $t$, $r$, $o$, $h$)
9.     $q \leftarrow$ personalPrior($[\Omega_{A,T}]$, $r$, $o$, $h$)
10.   If $q$ is valid do
11.     $\tilde{p} \leftarrow p \odot q$
12.     $(d, \text{Prob}_b) \leftarrow$ Estimator($\tilde{p}$)
13.     Else do
14.         $(d, \text{Prob}_b) \leftarrow$ Estimator($p$)
15.   Endif
16.   $S \leftarrow$ S + $(x_i, d, \text{Prob}_b)$
17. Endfor
18. $S_{\text{rest}} \leftarrow$ select N highest $\text{Prob}_b$ points($x_i$, $d$) from $S$
19. $S_{\text{algt}} \leftarrow$ the remaining less confident points $\{x_i\}$ in $S$
20. $L \leftarrow L \cup S_{\text{algt}}$
21. $U \leftarrow S_{\text{rest}}$
22. $[A_T] \leftarrow$ODMatrixDisctionary(L)
23. $[\Omega_{A,T}] \leftarrow$PersonalODMatrixDisctionary(L)
24. Endwhile
25. Return L, U

5 DATA AND PRE-PROCESSING

This section describes the data sources that are used for validating our self-training based methodology.

5.1 Passenger Simulation Data of Porto City

Agent-based traffic simulation is a conventional approach in studying urban transportation and passenger activities. Ground truth observations of the passenger flows on each public vehicle provide an independent data source that can be used to evaluate the performance of the inference methods. One commonly used open source traffic simulator is SUMO (Simulation of Urban Mobility) - an agent-based microscopic traffic simulation package designed to handle large scale road traffic [26]. With this tool, it is convenient to simulate the behaviors of buses, trains, cars, and passengers at the city scale. To validate our research, we conducted city-wide bus passenger behavior simulation in SUMO for a case study of Porto, Portugal.

For traffic simulation, we applied SUMO interfaces to automatically extract and convert Porto road infrastructure information from public resources (OpenStreetMap, etc.) and imported virtual city traffic networks and demand. The main city bus operator STCP provides on its website detailed information about the bus routes, stops (along with geographical locations), and weekly schedule templates. With the information, we established the entire bus transportation system within the area of interest as shown in Fig. 3. The established bus transportation network includes 136 bus routes, 855 bus stops and 5,723 buses running in a normal workday. Simulation tests have confirmed that the bus behaviors in SUMO match well to the real bus system, i.e., each bus departs at scheduled time, proceeds along the designated route, and pulls at designated stops accordingly.

For the bus passenger simulation, once the travel demand of the person is defined (travel time, travel origin, and destination), the platform will generate a travel plan and simulate the passenger’s behaviors in terms of waiting at the bus stop, boarding to the planned route, alighting, and transiting to another bus until the passenger arrives at the final destination. The modeling and generation of traffic demand and passenger travel demand follow the spatial temporal distribution model derived and generalized from passenger trajectory data [27]. We focused on the model learned to reproduce average workday passenger travel demand over all Wednesdays in the year of 2013-2014. With this setting, we simulated 10 workdays with 32k passengers on each.

The bus passenger simulation records are included in the simulation output log. The raw data examples are presented in
Table 1. In order to test our inference approach, we extracted relevant passenger attributes: passenger ID, route, boarding time (in second), boarding stop, and alighting time of each transaction. The total passenger transaction records in those 10 days are 635,111. We concealed the true destinations and applied our inference methodology to those data.

5.2 AFC Bus Passenger Transaction Data of Porto City

The second dataset is the set of transaction records in the whole three months of January, April and May 2010 in STCP buses in Porto City. The transaction data were collected by an entry-only AFC system called Andante. When a passenger taps a travel card on the fare reader, a transaction record will be produced. Each transaction record contains several attributes among which we are interested in: 1) travel card serial number; 2) transaction timestamp; 3) bus stop where the transaction took place; 4) route number; 5) route direction; and 6) vehicle trip starting time.

In data pre-processing, we fused the Andante AFC system data with the public data source including the list of 2,374 bus stops (with stop code, zone, and geographical locations), and the structure of 66 bus routes (with the bus stops and their sequence for each direction). The raw data have about 3% problematic samples, of which some important attributes such as the bus code, timestamp, or route number are either missing or illogical. After correctness, 1% of them remain unsolved, and we removed those records.

After pre-processing, we reorganized the data according to the need of our study. Specifically, the transaction records in all Wednesday of the three months were selected for validating our methodology. There are 12 Wednesdays totaling 2,422,079 transactions in the areas of interest. Those Wednesdays are normal weekdays and avoid any localized special holidays. Within each day, the transactions were grouped on passenger basis. The reorganized samples of a passenger multiple stage travel on May 19th are presented in Table 2.

Table 1: Simulation Data Examples

<table>
<thead>
<tr>
<th>Passenger ID</th>
<th>Boarding Code</th>
<th>Alighting Code</th>
<th>Route</th>
<th>Boarding time (s)</th>
<th>Alighting time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>119959</td>
<td>CSSX2</td>
<td>CV1Z</td>
<td>602_rev</td>
<td>60132</td>
<td>60322</td>
</tr>
<tr>
<td>119959</td>
<td>NAT2</td>
<td>ACN1</td>
<td>204_rev</td>
<td>60502</td>
<td>60719</td>
</tr>
</tbody>
</table>

Table 2: Porto AFC Data Examples

<table>
<thead>
<tr>
<th>Route</th>
<th>Boarding Code</th>
<th>Dirt</th>
<th>Date</th>
<th>Vehicle starting time (s)</th>
<th>Boarding time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>801</td>
<td>ATSR2</td>
<td>2</td>
<td>19/5</td>
<td>30547</td>
<td>30977</td>
</tr>
<tr>
<td>801</td>
<td>CB7</td>
<td>1</td>
<td>19/5</td>
<td>31174</td>
<td>32834</td>
</tr>
<tr>
<td>801</td>
<td>ATSR1</td>
<td>1</td>
<td>19/5</td>
<td>44252</td>
<td>46210</td>
</tr>
<tr>
<td>801</td>
<td>SPC</td>
<td>2</td>
<td>19/5</td>
<td>49739</td>
<td>49793</td>
</tr>
</tbody>
</table>

6 EXPERIMENTS

We conducted experiments with both simulation data and real AFC data. The performances of different approaches were compared. This section details the experiment design and results.

6.1 Experimental Setup and Evaluation Metrics

6.1.1 Preparation of Reconstructed Set. We applied first-order inference described in Section 3 to obtain the reconstructed set and remaining set. To favor accuracy over the percentage of estimated destinations, we controlled the cut-off distance to a conservative level.

For the simulation data, the cut-off distance \( c \) was set to be 500 meters (m). Then, of all 635,111 transactions, 353,123 of them were inferable with the remaining 281,988 data points being placed in the remaining set. Thus, the first-order inference rate is 55.60%. Because we had ground-truth destinations for the reconstructed set, we could calculate the exogenous accuracy which is 86.23% (the number of correct labels divided by the size of reconstructed set).

For the AFC data, the cut-off distance \( c \) was set to be 600 m. First-order inference reconstructed about 61.58% of the total transactions, and 1,491,416 data were labeled. Because the true destinations were not available, endogenous validation was applied. Specifically, we selected out the labeled data of three Wednesdays (20/1, 14/4, 12/5) and used them as the test set (379,676 data points). The other part of labeled data (1,111,740 data points) became the reconstructed set.

6.1.2 Parameters of Interest. Four different types of second-order inference methods were implemented. The Random inference method simply assigned a destination from the downstream route to the unlabeled data point. The baseline method, self-training (ST) method, and self-training with priors (STP) method conducted inference in the way described in Section 4. The proposed ST/STP methods were designed with tunable parameters. We were particularly interested in studying the impact of time window bandwidth \( 2\Delta \) and the threshold of selection \( N \) on the inference accuracy.

Since different remaining sets had different sizes, we needed a unified indicator to represent the threshold. We introduced a normalized selection threshold \( N^*_k = N/u \), where \( u \) is the size of the remaining set. In practice, we used its reciprocal which is called the Selection Threshold Coefficient \( \hat{N}^*_k \). \( \hat{N}^*_k \) is informative since it implies the approximate number of iterations the algorithm executes to complete the self-training as well as the “granularity” of inference. The larger the \( \hat{N}^*_k \), the more fine-grained inference will be performed.

6.1.3 Evaluation Metrics. The performance of different inference methods were compared based on two evaluation metrics: the mean square error (MSE) and the inference count accuracy. The definition of MSE is:

\[
MSE = \frac{1}{u} \sum_{i=1}^{u} (d^i_{true} - d^i_{\hat{d}})^2
\]

where \( d^i_{true} \) is the true stop index of test set, \( d^i_{\hat{d}} \) is the inferred stop index. The inference count accuracy denotes the following value:

\[
\text{accuracy} = \frac{1}{u} \sum_{i=1}^{u} 1(d^i_{true} = d^i_{\hat{d}})
\]

In addition, this paper, the terms “inference accuracy” and “accuracy” all refer to this value. It is necessary to note that the accuracy for simulation data is the exogenous (ground-truth) accuracy since the true destinations are available. On the other hand, the accuracy of AFC data inference is the endogenous accuracy because the labels are provided by traditional methods.
6.2 Results of Parameter Sensitivity

The influence of the time window bandwidth and the selection threshold on accuracy is measured.

Fig. 4 illustrates that wider bandwidths bring improvements in accuracy given a fixed Selection Threshold Coefficient. Both ST and STP perform more reliable destination inference when more relevant labeled data are used for learning a base learner. A more interesting property is that there is an elbow region beyond which the accuracy is noticeably less sensitive to the bandwidth. This implies that by selecting a bandwidth in elbow region, we may reduce the training set without significantly deteriorating the accuracy. For instance, according to Fig. 4a, the accuracy at the bandwidth of 6 hours (\(\Delta=3\) hours) is reasonably close to that of 20 hours (\(\Delta=10\) hours), but the training effort of processing labeled data of 20 hours is way heavier than the former. In experiments, the algorithm running time of 10-hour \(\Delta\) is reduced to less than 43\% when using 3-hour \(\Delta\). The red markers are suggested elbow bandwidth points which provide reasonable trade-offs between accuracy and training efficiency.

Fig. 5 reports the performance of ST/STP on both datasets as the Selection Threshold Coefficient increases given certain bandwidths. The increase in the value of Selection Threshold Coefficient \(N_{k-1}\) indicates that a smaller number of newly-labeled data are selected to update the labeled set. Thus, more iteration is executed before the inference completes. This is beneficial since with more iteration, the improvement of base learner is more fine-grained. Thus, we will have more experienced base learners to deal with very low confident unlabeled data. This figure also illustrates that the STP approach can effectively leverage prior information (personal travel information) to further improve the self-training performance. For AFC data, STP is general superior to ST under the same conditions, and it achieves higher accuracy. However, this improvement does not appear for simulation data. The reason is that the simulator generates and simulates passengers on a daily basis, and the passengers simulated in different days are completely independent. As a result, no personal travel information can be extracted from the simulation data. Fortunately, most real datasets contain records of the same passengers in different days, and the practical value of STP in real world is high.

One more discussion about Fig. 5 concerns the influence of the selection threshold on accuracy. For instance, according to Fig. 5a, the accuracy at the bandwidth of 6 hours (\(\Delta=3\) hours) is reasonably close to that of 20 hours (\(\Delta=10\) hours), but the training effort of processing labeled data of 20 hours is way heavier than the former. In experiments, the algorithm running time of 10-hour \(\Delta\) is reduced to less than 43\% when using 3-hour \(\Delta\). The red markers are suggested elbow bandwidth points which provide reasonable trade-offs between accuracy and training efficiency.

6.3 Comparison between Methods

Table 3 provides the performance of different second-order inference methods. The baseline method diminishes the inference MSE distinctly compared to the random method. However, overall precise inference is lacking. This is because, in baseline method, the base learner makes inference only once based on the statistics of labeled set, and the conclusions drawn from those very uncertain alighting distributions usually lead to mistakes. In contrast, the ST method significantly reduces MSE and achieves the accuracies of about 83\% for simulation data and 94 \% for AFC data. Furthermore, the STP method takes advantage of prior knowledge to achieve a compelling accuracy.
of 97%. The reason for the improvements by using self-training is that by increasing labeled set with selective high-confident newly-labeled data, the original highly certain alighting distributions will be reinforced. The reinforcement in highly certain distributions will gradually influence and reshape the “surrounding” distributions that are originally very uncertain. As learning proceeds, the uncertain alighting distributions may become certain, and the chance we draw correct destination inference from those updated distributions improves.

Finally, the inference completion rate of ST/STP is 91.85% for simulation data and 99.96% for AFC data, respectively. Some data points are not inferred because in our implementation, we set an acceptance threshold, and the inference confidence must exceed this threshold to be accepted. This acceptance threshold can prevent some incorrect newly-labeled outlier data from being included into the labeled set.

7 CONCLUSIONS

In this paper, we proposed and implemented a semi-supervised self-training method to fulfill second-order inference. We showed that with proper design of base learner to extrapolate the alighting distributions from the reconstructed data in combination with priors, significant inference accuracy can be achieved. Furthermore, the training effort can be effectively reduced by tuning built-in parameters. We conducted experiments with two entry-only datasets. Experimental results demonstrated that our approach performs better than the compared methods and achieved very high inference accuracy.

The self-training inference method is extendable. The framework of self-training with priors can incorporate any kind of pre-knowledge including human mobility patterns, weather, road conditions, and so forth. Also, our work is generic to other types of destination inference problems once fragments of O-D knowledge concerning human mobility are available. One limitation of our second order inference is that our method is based on the assumption that both the reconstructed data and the remaining data are from the same distribution. In reality, there might not be a perfect match. To deal with the mismatch, further priors need to be included to the algorithm to ensure good accuracy. This will be included in the future work.
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