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In this section, we present and discuss each of the aforementioned results.

The first experiment was designed to test the hypothesis about the relative performance of the considered algorithms described in Section 2. We compared the algorithms using an image database constructed by Hallinan at the Harvard Robotics Laboratory in which lighting has been systematically varied. Secondly, we have constructed a database at Yale that includes variation in both facial expression and lighting. From this database, we used 330 images of five people (66 images for each person) for testing.

We extracted five subsets to quantify the effects of varying lighting. Sample images from each subset are shown in Fig. 4. The space of light angles, was then sampled in 15 directions, including a dominant light source. The space of light orientation varied between a minimum of 0° and a maximum of 90° from the camera axis.

For all experiments, classification was performed using a nearest neighbor classifier. All training images of an individual were used to train the classifier, and the corresponding image in the database was used for testing. For Subset 1, which contains 30 images for which both the longitudinal and latitudinal angles of light source direction are 75° from the camera axis, the classifier achieved 100% accuracy. For Subset 2, which contains 85 images for which the greater of the longitudinal and latitudinal angles of light source direction is 45° from the camera axis, the classifier achieved 98% accuracy. For Subset 3, which contains 85 images for which the greater of the longitudinal and latitudinal angles of light source direction is 30° from the camera axis, the classifier achieved 95% accuracy. For Subset 4, which contains 45 images for which the greater of the longitudinal and latitudinal angles of light source direction is 15° from the camera axis, the classifier achieved 90% accuracy. For Subset 5, which contains 105 images for which the greater of the longitudinal and latitudinal angles of light source direction is less than 15° from the camera axis, the classifier achieved 85% accuracy.

In summary, the algorithms performed better when they exploited the fact that images with variable illumination were facing the camera. This is consistent with previous findings that illumination caused by the recording flash was a major source of variation in the database.
Lighting in the wild

Kemelmacher-Shlizerman and Seitz
ICCV 2011

Jung et al. CVPR 2015

[Lalonde, Narasimhan & Efros, ECCV ’08 + IJCV ’09]
Figure 1: Geometric context from a single image: ground (green), sky (blue), vertical regions (red) subdivided into planar orientations (arrows) and non-planar solid (’x’) and porous (’o’).
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Perez Sky Model

\[ l_p = f(\theta_p, \gamma_p) = [1 + a \exp(b/ \cos \theta_p)] \times [1 + c \exp(d\gamma_p) + e \cos^2 \gamma_p] \]
Perez Sky Model

\[ \theta_p \approx \theta_c - \arctan \left( \frac{v_p}{f} \right) \]
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Probability vs. Sun elevation and Horizon

- Probability decreases as Sun elevation increases.
- Sun elevation ranges from 0 (Horizon) to 90 (Straight up).
- Horizon ranges from 0 to 90.

The graph shows a smooth curve that indicates a lower probability for higher Sun elevations.
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Pros:
1. A novel approach to tackle a very hard problem.
2. Convincing results.

Cons:
1. Heavy use of heuristics.
2. Exposition is poor.

Overall rating: 2/5