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1.1 Baground

Figure 1-1. A random-dot stereogram used extensively by BelaJulesz. The left and
:ight i~ages are identical except for a central square region that is displaced slightly
II one image. When fused binocularly, the images yield the impression of the cen-
tral square floating in front of the background. (BelaJulesz, 1971, p. 21, fig. 2.4-1)

of its early and genuine insights were unfortnately lost to the mainstream
of exerimenta psychology

Since then, students of the psychology of perception have made no
serious attempts at an overall understading of what perception is, con-
centratig intead on the analysis of propertes and performance. The tri-

chromatism of color vision wa firmly established (see Brindley, 1970), and
the preoccupation with motion continued, with the most interesting devel-
opments perhaps being the experiments of Miles (1931) and of Wallach
and O'Connell (1953), which established that under suitable conditions an
unfilar thee-diensional shape can be correctlY-perceived from only

its chaging monocular projecton. *
. ~e de~elopment of the digita electonic computer made possible

a simla discovery for binocular vision. In 1960 Bela Julesz devised

computer-generated random-dot stereograms, which are image pairs con-
structed of dot patterns tht appea random when viewed monocularly but
fuse when. viewd one through each eye to give a percept of shapes and
surfaces with a clear thee-diensional structre. An exaple is shown in
Figure 1-1. Here the image for the left eye is a matrix of black and white
squares generated at random by a computer program. The image for the

1.1 BACKGROUND

The problems of vis~al perception have attracted the curiosity of scientists
for many centuries.l.mportt early contributions were made by Newon
(1704), who laid the foundations for modern work on color vision and
Helmholtz (1910), whose treatise on physiological optics generates in;erest
even today.)Early in this century Werteimer (1912, 1923) noticed the
apparent motion not of individual dots but of wholes, or "fields;' in images
presented sequentially as in a movie. In much the same way we perceive
the migration across the sky of a flock of geese: the flock somehow con-
stitutes a single entity and is not seen as individual birds. This obseivation
staed the Gestalt school of psychology which wa concerned with describ-
ing the qualities of wholes by using terms like:solidriN and distinc)

and with tring to formulate the "laws" that governed the creation of these

wholes. The attempt failed for various reasons, and the Gestat school
dissolved into the fog of subjectvism. With the death of the school, many .The tw dimensiona ime seen by a single ey.
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right ey is made by copyig the left image, shig a square-shaped region
at its center slightly to the left, and then providing a new random pattern
to fill the gap tht the shi creates. If each of the eyes sees only one matrix,
as if the matrices were both in the same physica place, the result is the
sensation of a square floatig in space.lPlainly, such percepts are caused
solely by the stereo disparity between matchig elements in the images
presented to each eye; from such exeriments, we know tht the anysis
of stereoscopic inormation, lie the analysis of motion, ca proceed inde-
pendently in the absence of other inormationJSuch fidigs are of critica
importce because they help us to subdivide our study of perception into
more specialzed par which ca be treated separately. I shal refer to these
as independent modules of perception.

The most recent contribution of psychophysics has been of a diferent
kind but of equal importce. It arose from a combination of adaptation

and threshold detection studies and originated from the demonstration
by Campbell and Robson (1968) !Of the existence of independent, spatial-
frequency-tuned chanels-tht is, chaels sensitive to intensity variations
in the image occurring at a particular scale or spatial inteival-in the early
stages of our perceptual apparatus.JThis paper led to an explosion of arti-
cles on various aspects of these channels, which culminated ten years later
with quite satisfactory quantitative accounts of the characteristics of the first
stages of visual perception (Wilson and Bergen, 1979).1 shall discuss this
in detail later on.

Recently a rather diferent approach ha attracted considerable at-
tention. In 1971, Roger N. Shepard and Jacqueline Metzer made line draw-
ings of simple object that difered from one another either by a thee-
diensional rotation or by a rotation plus a reflecton (see Figure 1-2).
(Tey asked how long it took to decide whether two depicted object di-
fered by a rotation and a reflecton or merely a rotation. They found that
the time taen depended on the three-dimensional angle of rotation nec-
essar to bring the two object into correspondence) Indeed, the tie

varied linearly with this angleJ One is led thereby to the notion tht a
menta rotation of sort is actally being performed-that a menta descrip-
tion of the first shape in a pair is being adjusted incrementaly in orientation
until it matches the second, such adjustment requiring greater tie when
greater angles are involved.

The signifcance of this approach lies not so much in its results, whose
interpretation is controversial, as in the tye of questions it raised. For until
then, the notion of a representation wa not one tht visual psychologists

took seriously. This tye of experiment meant that the notion had to be
~onsidered. Although the early thoughts of visual psychologists were naive
compared with those of the computer vision community which had had

(a) (b)
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(c)

Figure 1-2. Some drwings similar to those used in Shepard and Metzler's exper-
iments on menta rotation. The ones shown in (a) are identica, as a clockise
turning of ths page by 80° wil readily prove. Those in (b) are also identica, and
aga the relative ane between the two is 80°. Here, however, a rotation in depth
wil make the first coincide with the second..Finally, those in (c) are not at al
identica, for no rotation wil bring them into congruence. The time taen to decide
whether a pai is the same wa found to var linearly with the angle through which
one figure must be rotated to be brought into correspondence with the other. This
suggested to the investigators tht a stepwise menta rotation was in fact being
performed by the subject of their exeriments.

to face the problem of representation from the beginning, it was not
long before the thng of psychologists became more sophisticated (see

Shepard, 1979).
But what of explanation? For a long tie, the best hope seemed to lie

along another line of investigation, that of electrophysiology The devel-
opment of amplifers allowed Adrian (1928) and his colleagues to record
the minute voltage chages that accompanied the transmission of neive
signals. Their investigations showed that the character of the sensation so
produced depended on which fiber caried the message, not how the fiber
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wa stimulated-as one might have expected from anatomica studies. Ths

led to the view tht the peripheral neive fibers could be thought of as a

simple mapping supplying the sensorium with a copy of the physica events
at the body surface (Adrian, 1947). The rest of the exlanation, it wa
thought, could safely be lef to the psychologists.

The nex development wa the technica improvement in amplifcation
that made possible the recording of single neurons (Granit and Svaetichin,
1939; Hartine, 1938; Galambos and Davis, 1943). This led to the notion of
a cell's "receptive field" (Harline, 1940) and to the Haivard School's famous
series of studies of the behavior of neurons at successively deeper levels
of the visual pathway (Kufer, 1953; Hubel and Wiesel, 1962, 1968). But
perhaps the most excitig development was the new view that questions
of psychological interest could be iluminated and perhaps even exlaied
by neurophysiological experiments. The clearest early exaple of this wa

Barlow's (1953) study of ganglion cells in the frog retina, and I caot put
it better than he did:

If one exlores the responsiveness of single ganglion cells in the frog's reti

using handheld targets, one finds that one paricular tye of ganglion cell is
most effecively driven by something like a black disc subtending a degree or
so moved rapidly to and fro within the unit's receptive field. This causes a
vigorous dischrge which ca be maintained without much decrement as long

as the movement is continued. Now, if the stimulus which is optimal for this
class of cells is presented to intact frogs, the behavioural response is often
draatic; they turn towads the taget and make repeated feeding responses

consistig of a jump and snap. The selectvity of the retinal neurons and the
frog's reaction when they are selectvely stimulated, suggest that they are "bug
detectors" (Barlow 1953) performing a primitive but vitaly importt form
of recognition.

The result makes one suddenly realize that a large par of me sensory
machinery involved in a frog's feeding responses may actally reside in the
retina rather than in mysterious "centres" that would be too dicult to under-
stad by physiological methods. The essential lock-like propert resides in
each member of a whole class of neurons and aIlows the cell to dichge
only to the appropriate key pattern of sensory stimulation. Lettn et al. (1959)

suggested that there were five diferent classes of cell in the frog, and Barlow,
Hil and Levick (1964) found an even larger number of categories in the rabbit.
¡Barlow et al. J called these key patterns "trigger features," and Maturaa et al.

(1960) emphasized another importt aspect of the behaviour of these gan-
glion cells; a cell continues to respond to the same trigger feature in spite of
chges in light intensity over may decades. The propertes of the retina are
such tht a ganglion cell ca, figuratively speakng, reach out and determine
that something specifc is happening in front of the eye. Light is the agent by

1.1 Baund

which it doe this, but it is the detaled pattern of the light tht caies the
inormaton, and the overall level of ilumination preving at the tie is

alost totaly disregaded. (p. 373)

Barlow (1972) then goes on to summarize these fidis in the fol-

lowig way:

The cumulative effect of all the changes I have tried to outline above has been
to make us reaise tht each single neron can perorm a muc more complex
and sutle ta thn ha prevously heen thought (emphasis added). Neurons

do not loosely and unreliably remap the luminous intensities of the visual
image onto our sensorium, but instead they detect pattern elements, discrim-
inte the depth of object, ignore irrelevt causes of variation and are

arraged in an intriguing hierachy: Furtermore, there is evidence that they
give prominence to what is informationally importt, can respond with great
reliabilty and ca have their pattern selectivity permanently modifed by early
viual exerience. This amounts to a revolution in our outlook. It is now quite
inappropriate to regard unit activity as a noisy indication of more basic and
reliable proceses involved in menta operations: instead, we must regard
single neurons as the prime movers of these mechanisms. Thinkng is brought
about by neurons and we should not use phrases like "unit activity reflects,
reveas, or monitors thought processes;' because the activities of neurons,
quite simply, are thought processes.

This revolution stemmed from physiologica work and makes us realize
tht the actvity of each single neuron may playa significat role in perception.
(p.380)

Ths aspect of his thng led Barlow to formulate the first and most
importt of his five dogmas: tA description of that activity of a single neive
cell which is transmitted to and infuences other neive cells and of a neive
cell's response to such infuences from other cells, is a complete enough
description for functonal understading of the neivous system) There is
nothing else "lookig at" or controllng this actvity which must therefore
provide a basis for understading how the brain controls behaviour' (Bar-
low, 1972, p. 380).

I shal return later on to more caefully exne the validity of ths
point of view, but for now let us just enjoy it. The vigor and excitement of
these ideas need no emphasis. At the tie the eventual success of a reduc-

tionit approach seemed likely. Hubel and Wiesel's (1962, 1968) pioneer-
ing studies had shown the way; single-unt studies on stereopsis (Barlow,
Blakemore, and Pettigrew, 1967) and on color (DeValois, Abramov, and
Mead, 1967; Goura, 1968) seemed to confm the close li betwen

perception and single-cell recordin, and the intriguing results of Gross,
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Roch-Mirada, and Bender (1972), who found "hand-detectors" in the
inerotemporal cortex, seemed to show that the application of the reduc-
tionist approach would not be limited just to the early par of the visual
pathway.

It was, of course, recognized that physiologists had been luck: If one
probes around in a conventional electronic computer and records the
behavior of single elements within it, one is unlikely to be able to discern
what a given element is doing. But the brain, than to Barlow's fist dogma,
seemed to be built along more accommodating lines-people were able
to determine the functons of single elements of the brain. There seemed
no reason why the reductonist approach could not be taen all the way.

I was myself fully caught up in this excitement. Truth, I alo believed,
wa basicaly neural, and the central aim of all research was a thorough
functonal analysis of the strctre of the central neivous systemIMy enthu-

siasm found expression in a theory of the cerebellar cortex (Marr, 1969).
According to this theory the simple and regular cortcal strctre is inter-

preted as a simple but powerful memorizing device for learing motor
skills; because of a simple combinatorial trick, each of the 15 milion Pur-
kije cells in the cerebellum is capable of learg over 200 dierent
patterns and discriminatig them from unlearned patterns. Evidence is
gradually accumulating that the cerebellum is involved in learnig motor
skills (Ito, 1978), so that something like this theory may in fact be correçy

The way seemed clear. On the one hand we had new experimenta
techniques of proven power, and on the other, the beginings of a theo-
retical approach that could back them up with a fine analysis of cortcal
structure. Psychophysics could tell us what needed explaining, and the
recent advances in anatomy-the Fink-Heimer technique from Nauta's lab-
oratory and the recent successful deployment by Szentagothai and others
of the electron microscope-could provide the necessary information

about the strctre of the cerebral cortex.

But somewhere underneath, something was going wrong. The initial
discoveries of the 1950s and 1960s were not being followed by equaly
dramatic discoveries in the 1970s. No neurophysiologists had recorded
new and clear high-level correlates of perception. The-leaders of the 1960s
had turned away from what they had been doing-Hubel and Wiesel con-
centrated on anatomy, Barlow turned to psychophysics, and the mainstream
of neurophysiology concentrated on development and plasticity (the con-
cept that neural connectons are not fied) or on a more thorough analysis
of the cells that had already been discovered (for example, Bishop,

Coombs, and Henry 1971; Schiler, Finlay, and Volman, 1976a, 1976b), or
on cells in species like the owl (for exaple, Pettigrew and Konishi, 1976).

None of the new studies succeeded in elucidatig the function of the visual
cortex.

It is dicult to say precisely why ths happened, because the reasoning
was never made explicit and was probably largely unconscious. However,
various factors are identiable. In my own cae, the cerebellar study had
two effect. On the one hand, it suggested tht one could eventually hope
to understad cortcal strctre in functional terms, and this was exciting.

But at the same time the study has disappointed me, because even if the
theory was correct, it did not much enlighten one about the motor sys-
tem-it did not, for exple, tell one how to go about programing a
mechaca arm. It suggested that if one wishes to program a mechaica
ar so tht it operates in a versatile way, then at some point a very large

and rather simple tye of memory wil prove indispensable. But it did not
say why, nor what that memory should conta.

The discoveries of the visual neurophysiologists left one in a similar
situation. Suppose, for example, that one actally found the apocryhal
grandmother cell. * Would that really tell us anyting much at all? It would
tell us that it existed-Gross's hand-detectors tell us alost that-but not
why or even how such a thng may be constructed from the outputs of
previously discovered cells. Do the single-unit recordings-the simple and
complex cells-tell us much about how to detect edges or why one would
want to, except in a rather general way through arguments based on econ-
omy and redundacy? If we really knew the answers, for exaple, we
should be able to program them on a computer. But finding a hand-
detector certy did not allow us to program one.

As one reflected on these sort of issues in the early 1970s, it gradually
became clear tht something importt wa missing that was not present
in either of the disciplies of neurophysiology or psychophysics. The key
obseivation is that neurophysiology and psychophysics have as their busi-
ness to decrbe the behavior of cells or of subject but not to exlain such
behavior.CWhat are the visual areas of the cerebral cortex actally doing?

Wht are the problems in doing it that need exlaining, and at what level
of description should such exlanations be sought?)

The best way of fiding out the difculties of doing something is to
tr to do it, so at ths point I moved to the Arcial Intellgence Laboratory
at MIT, where Marin Miky had collected a group of people and a power-
ful computer for the exress purpose of addressing these questions.

.A cell th fires only when one's gradmother comes into view.
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The first great revelation was that the problems are difcult. Of course,
these days this fact is a commonplace. But in the 1960s almost no one
realized that machine vision was diffcult. The field had to go through the
same experience as the machine translation field did in its fiascoes of the
1950s before it was at last realized that here were some problems that had
to be taen seriously. The reason for this misperception is that we humans,
are ourselves so good at vision. The notion of a feature detector was well
established by Barlow and by Hubel and Wiesel, and the idea that extracting
edges and lines from images might be at all difcult simply did not occur
to those who had not tried to do it. It turned out to be an elusive problem:
Edges that are of critical importce from a three-dimensional point of
view often cannot be found at all by looking at the intensity changes in' an
image. Any kind of texured image gives a multitude of noisy edge seg-
ments. variations in reflectance and ilumination cause no end of trouble;
and e;en if an edge has a clear existence at one point, it is as likely as not
to fade out quite soon, appearing only in patches along its length in the
image. The common and almost despairing feeling of the early investigators
like B.K.P. Horn and T.O. Binford was that practically anyting could happen
in an image and furtermore that practically everying did.

Three tyes of approach were taen to try to come to grips with these
phenomena. The first was unashamedly empirical, associated most with
Azriel Rosenfeld. His style was to tae some new trick for edge detecton,
texture discrimination, or something similar, run it on images, and
obseive the result. Although several interestig ideas emerged in this way,
including the simultaneous use of operators* of different sizes as an
approach to increasing sensitivity and reducing noise (Rosenfeld and
Thurston, 1971), these studies were not as useful as they could have been
because they were never accompanied by any serious assessment of how
well the different algorithms performed. Few attempts were made to com-
pare the merits of different operators (although Fram and DeutSch, 1975,
did try), and an approach like trying to prove mathematically which oper-
ator was optimal was not even attempted. Indeed, it could not be, because
no one had yet formulated precisely what these operators should be trying
to do. Neverteless, considerable ingenuity was shown. The most clever
wa probably Hueckel's (1973) operator, which solved in an ingenious way
the problem of finding the edge orientation that best fit a given intensity
change in a small neighborhood of an image.

The second approach was to tr for depth of analysis by restricting the
scope to a world of single, iluminated, matte white toy block set against
a black background. The block could occur in any shapes provided only
that all faces were planar and all edges were straight. This restriction
allowed more specialzed techiques to be used, but it still did not make
the problem easy. The Binford-Horn line finder (Horn, 1973) was used to
find edges, and both it and its sequel (described in Shirai, 1973) made use
of the special circumstaces of the environment, such as the fact that all
edges there were straight.

These technques did work reasonably well, however, and they allowed
a prelimina analysis of later problems to emerge-roughly,Cwhat does
one do once a complete line drawing ha been extracted from a scenéJ
Studies of ths had begun sometime before with Robert (1965) and Guz-
man (1968), and they culminated in the works of Waltz (1975) and Mack-
wort (1973), which essentially solved the interpretation problem for line
drawings derived from images of prismatic solids. Waltz's work had a par-
ticularly dramatic impact, because it wa the first to show explicitly that an

(exhaustive analysis of all possible loca physical arriigements of surfaces,
edges, and shadows could lead to an effective and effcient algorith for

interpreting an actual image.1Figure 1-3 and its legend convey the main
ideas behid Waltz's theory

The hope tht lay behind th work was, of course, that once the toy
world of white block had been understood, the solutions found there
could be generalized, providing the basis for attacking the more complex
problems posed by a richer visual environment. Unfortnately, this turned
out not to be so. For the roots of the approach that was eventually suc-

cessful, we have to look at the third kid of development that wa tag
place then.

Two pieces of work were importt here. Neither is probably of very
great significance to human perception for what it actally accomplished-
in the end, it is likely that neither wil particularly reflect human visual
processes-but they are both of importce because of the way in which

they were formulated. The first was Land and McCann's (1971) work on the
retinex theory of color vision, as developed by them and subsequently by
Horn (1974). The stang point is the traditional one of regarding color as
a perceptual approximation to reflectce. This allows the formulation of

a clear computational question, namely, How can the effects of reflectance
chages be separated from the vagaries of the prevailing ilumination? Land
and McCan suggested using the fact that chages in ilumination are usu-
ally gradual, whereas chages in reflectce of a surface or of an object
bounda are often quite shar. Hence by filterin out slow chges, those
chges due to the reflectce alone could be isolated. Horn devised a

.opeator refers to a loc caculation to be applied at each loction in' the image, mak
use of the intensity there and in the immediate vicinty
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+ +

The other piece of work wa Horn's (1975) analysis of shape from
shading, which wa the first in what wa to become a distinguished series
of arcles on the formation of images. By carefully analyzing the way in

which the ilumination, surface geometry surface reflectce, and view-

point conspired to create the measured intensity values in an image, Horn
formulated a diferential equation that related the image intensity values

to the surface geometry If the surface reflectce and ilumination are
known, one ca solve for the surface geometry (see also Horn, 1977). Thus
from shading one can derive shape.

The message was plain. There must exst an additional level of under-
stadig at which the character of the information-processing taks carried

out during perception are analyzeq and understood in a way that is inde-
pendent of the parcular mechanisms and strctres that implement them
in our heads. Ths wa what wa missing-the analysis of the problem as
an inormation-processing tak. Such analysis does not usurp an under-
stadig at the other levels-of neurons or of computer programs-but
it "is a necessar complement to them, since without it there can be no real
understadig of the functon of all those neurons. .

Ths realzation wa arrived at independently and formulated together
by Tomaso Poggio in Tübingen and myself (Marr and Poggio, 1977; Marr,
1977b). It wa not even quite new-Leon D. Hamon was saying something
similar at about the same tie, and others had paid lip seivice to a similar
diticton. But the importt point is that if the notion of diferent tyes
of understading is taen very seriously, it allows the study of the infor-
mation-processing basis of perception to be made rigorous. It becomes
possible, by separating exlanations into diferent levels, to make explicit
statements about what is being computed and why and to constrct theo-
ries statig tht what is being computed is optimal in some sense or is

guaranteed to functon correcty. The ad hoc element is removed, and
heuristic computer progras are replaced by solid foundations on which
a real subject ca be built. Th realization-the formulation of what was
missing, together with a clea idea of how to supply it-formed the basic
foundation for a new integrated approach, which it is the purpose of ths
book to describe.

(a) (b) (c)

+

+
E

+ \+,
+ Convex

- Concave

Å Occluding

(d)

Figure 1-3. Some configurations of edges are physically realizable, and some are
not. The trihedral junctions of three convex edges (a) or of three concave edges
(b) are realizable, whereas the confguration (c) is impossible. Waltz cataloged all
the possible junCtions, including shadow edges, for up to four coincident edges.
He then found that by using this cataog to implement consistency relatons (requir-
ing, for exple, tht an edge be of the same tye all along its lengt like edge E

in (d)), the solution to the labeling of a line drawing that included shadows wa
often uniquely determined.

clever parallel algorithm for this, and I suggested how it might be imple-
mented by neurons in the retina (Marr, 1974a).

I do not now believe that this is at all a correct analysis of color vision
or of the retina, but it showed the possible style of a correct analysis. Gone
are the ad hoc progras of computer vision; gone is the restricton to a
special visual miniworld; gone is any explanation in ter of neurons-

except as a way of implementig a method. And present is a clear under-
stading of what is to be computed, how it is to be done, the physica
assumptions on which the method is based, and some kind of anysis of

algorithms tht are capable of caryg it out.

1.2 UNERSTANING COMPLEX
INFORMTION-PROCESSING SYSTEMS

Alost never ca a complex system of any kid be understood as a simple

exapolation from the propertes of its elementa components. Consider,
for exple, some ga in a botte. A description of thermodynamic effect-
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temperature, pressure, density and the relationships among these fac-
tors-is not formulated by using a large set of equations, one for each of

the particles involved. Such effects are described at their own level, tht of

an enormous collection of particles; the effort is to show that in principle
the microscopic and macroscopic descriptions are consistent with one
another. If one hopes to achieve a full understading of a system as com-
plicated as a neivous system, a developing embryo, a set of metabolic
pathways, a bottle of gas, or even a large computer program, then one must
be prepared to contemplate diferent kinds of explanation at diferent lev-
els of description that are linked, at least in principle, into a cohesive whole,
even if linkng the levels in complete detail is impracticaL. For the specifc
case of a system that solves an information-processing problem, there are
in addition the twin strands of process and representation, and both these
ideas need some discussion.

Representation and Description

of words; and so fort. The phrase "formal scheme" is critical to the defi-
nition, but the reader should not be frightened by it. The reason is simply
that we are dealing with information-processing machines, and the way
such machines work is by using symbols to stad for things-to represent

things, in our terminology tÍ'o say that something is a formal scheme means
only that it is a set of symbols with rules for putting them together-nq7
more and no less.

A representation, therefore, is not a foreign idea at all-we all use
representations all the time. (However, the notion that one can capture
some aspect of reality by makng a description of it using a symboDand
that to do so can be useful seems to me a fascinating and powerful idea.
But even the simple exples we have discussed introduce some rather

general and importt issues that arise whenever one chooses to use one

. parcular representation. For exple, if one chooses the Arabic numeral

representation, it is easy to discover whether a number is a power of 10
but dicult to discover whether it is a power of 2. If one chooses the binary
representation, the situation is reversed. Thus, there is a trade-off; any
partcular representation makes certn inormation~explicit at the expense

of information that is pushed into the background and may be quite hard
to recover.

(This issue is importt, because how information is represented ca
greatly afect how easy it is to do diferent things with ilj This is evident
even from our numbers exple: It is easy to add, to subtract, and even to
multiply if the Arabic or binar representations are used, but it is not at all
easy to do these things-especially multiplication-with Roman numerals.
This is a key reason why the Roman culture failed to develop mathematics
in the way the earlier Arabic cultures had.

An analogous problem faces computer engineers today. Electronic
technology is much more suited to a binary number system than to the
conventional base 10 system, yet humans supply their data and require the

results in base 10. The design decision facing the engineer, therefore, is,
Should one pay the cost of conversion into base 2, carry out the arithmetic
in a binary representation, and then convert back into decimal numbers
on output; or should one sacrifice effciency of circuitry to carry out oper-
ations directly in a decimal 'representation? On the whole, business com-
puters and pocket caculators tae the second approach, and general pur-

pose computers tae the first. But even though one is not restricted to
using just one representation system for a given tye of information, the
choice of which to use is importt and caot be taen lightly. It deter-
mies what inormation is made explicit and hence what is pushed furter
into the backround, and it has a far-reaching effect on the ease and

CA repesentation is a formal system for makng explicit certin entities or
tyes of information, together with a specification of how the system does
this) And I shall call the result of using a representation to describe a given
entity a decrption of the entity in that representation (Marr and Nishihara,
1978).

For example, the Arabic, Roman, and binar numeral systems are all
formal systems for representing numbers. The Arabic representation con-
sists of a string of symbols drawn from the set (0, 1, 2, 3, 4, 5, 6, 7, 8, 9),
and the rule for constructing the description of a paricular integer n is
that one decomposes n into a sum of multiples of powers of 10 and unites
these multiples into a string with the largest powers on the left and the
smallest on the right. Thus, thirt-seven equals 3 x 101 + 7 x 1"0°, which

becomes 37, the Arabic numeral system's description of the number. What
this description makes explicit is the number's decomposition into powers
of 10. The binary.numeral system's description of the number thirt-seven
is 100101, and this description makes explicit the number's decomposition
into powers of2. In the Roman numeral system, thirt-seven is represented
as XXI.

This definition of a representation is quite general. For exaple, a
representation for shape would be a formal scheme for describing some
aspects of shape, together with rules that specif how the scheme is applied
to any partcular shape. A musical score provides a way of representing a

symphony; the alphabet allows the construction of a written representation
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difculty with which operations may subsequently be carried out on that
inormation.

Process

The term proces is very broad. For example, addition is a process, and. so
is tang a Fourier transform. But so is makng a cu~ of tea, or ~oing

shopping. For the purposes of this book, I wat to res~ict ou~ attentio~ to
the meanngs associated with machines that aretCarrying out inormation-
processing takS So let us exaine in depth the notions behind one simple
such device, a cash register at the checkout counter of a supermarket.

There are several levels at which one needs to understad such a
device, and it is perhaps most useful to think in terms of three of the~.
The most abstract is the level of what the device does and why. What it
does is arithmetic, so our first tak is to master the theory of addition.

Addition is a mapping, usually denoted by +, from pairs of numbers i~to
single numbers; for example, + maps the pair (3, 4) to 7, and I shall w~lte
this in the form (3 + 4) ~ 7. Addition has a number of abstract properties,

however. It is commutative: both (3 + 4) and (4 + 3) are equal to 7; and
associative: the sum of 3 + (4 + 5) is the same as the sum of (3 + 4)
+ 5. Then there is the unique distinguished element, zero, the adding of
which has no effect: (4 + 0) ~ 4. Also, for every number there is a unique

"inverse," written ( - 4) in the case of 4, which when added to the number
gives zero: (4 + (-4)) ~ O.

Notice that these properties are part of the fundamental theor of
addition. They are true no matter how the numbers are written-whethe.r
in binary Arabic, or Roman representation-and no ma~ter how th.e addi-
tion is executed. Thus part of this first level is something tha! might be
characterized as what is being computed.

The other half of this level of explanation has to do with the question
of why the cash register performs addition and not, fo~ instace, ~ultipli-

cation when combining the prices of the purchased items to arl1ve at a
final bil. The reason is that the rules we intuitively feel to be appropriate
for combining the individual prices in fact define the mathematical oper-
ation of addition. These can be formulated as constraints in the following
way:

1. If you buy nothing, it should cost you nothing; and buyin~ nothng
and something should cost the same as buying just the something. (The
rules for zero.)

1.2 Undnding Comple Infortion-Procng System

2. The order in which goods are presented to the cashier should not
afect the tota. (Commutativity)

3. Arranging the goods into two piles and paying for each pile sepa-
rately should not affect the total amount you pay. (Associativity; the basic
operation for combining prices.)

4. If you buy an item and then return it for a refund, your total expen-
diture should be zero. (Inverses.)

It is a mathematical theorem that these conditions define the operation of
addition, which is therefore the appropriate computation to use.

This whole argument is what I call the computational theor of the
cah register. Its importt features are (1) that it contans separate argu-

ments about what is computed and why and (2) that the resulting operation
is defied uniquely by the constraints it has to satisfy(Jn the theory of visual
processes, the underlying tak is to reliably derive propertes of the world
from images of it; the business of isolating constraints that are both pow-
erful enough to allow a process to be defined and generally true of the
world is a central theme of our inquiry J ~

In order that a process shall actually run, however, one has to realize
it in some way and therefore choose a representation for the entities that
the process manipulates. ¡)he second level of the analysis of a process,
therefore, involves choosing two things: (1) a repesentation for the input
and for the output of the process and (2) an algorthm by which the
transformation may actally be accomplishedJFor addition, of course, the
input and output representations can both be the same, because they both
consist of numbers. However this. is not true in general. In the case of a
Fourier trasform, for example, the input representation may be the time

domain, and the output, the frequency domain. If the first of our levels
specifies what and why, this second level specifies how. For addition, we
might choose Arabic numerals for the representations, and for the algo-
rith we could follow the usual rules about adding the least significant
digits first and "carrying" if the sum exceeds 9. Cash registers, whether
mechanical or electronic, usually use this tye of representation and algo-
rith.

There are three importt points here. \first, there is usually a wide
choice of representation. Second, the choice of algorithm often depends
rather criticaly on the parcular representation that is employed. And
third, even for a given fied representation, there are often several possible
algoriths for carying out the same process. Which one is chosen wil

usually depend on any parcularly desirable or undesirable characteristics
that the algoriths may havej for exaple, one algorithm may be much
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more effcient than another, or another may b.e slightly less effcient but
more robust (that is, less sensitive to slight inaccuracies in the data on
which it must run). Or again, one algorith may be parallel, and another,
seriaL. The choice, then, may depend on the tye of hardware or machiery
in which the algorith is to be embodied physically.

This brings us to the third level, that of the device in which the process
is to be realized physically. The important point here is that, once again,
the same algorithm may be implemented in quite different technologies.
The child who methodically adds two numbers from right to left, carrying
a digit when necessary may be using the same algorithm that is imple-
mented by the wires and transistors of the cash register in the neighbor-
hood supermarket, but the physical realization of the algorithm is quite
diferent in these two caes. Another example: Many people have written

computer programs to play tic-tac-toe, and there is a more or less stadad
algorith that cannot lose. This algorith has in fact been implemented
by W. D. Hilis and B. Silverman in a quite different technology in a com-
puter made out ofTinkertoys, a children's wooden building set. The whole
monstrously ungainly engine, which actually works, currently resides in a
museum at the University of Missouri in St. Louis.

Some styles of algorithm wil suit some physical substrates better than
others. For example, in conventional digital computers, the number of
connections is comparable to the number of gates, while in a brain, the
number of connections is much larger (x 104) than the number of nerve
cells. The underlying reason is that wires are rather cheap in biological
architecture, because they can grow individually and in three dimensions.
In conventional technology, wire laying is more or less restricted to two
dimensions, which quite severely restricts the scope for using parallel
techniques and algorithms; the same operations are often better carried
out serially.

Computationa theory
Represntation and

algoritI
Hardware
implementation

Wht is the goal of the
computation, why is it
appropriate, and what
is the logic of the strat-
egy by which it ca be
caried out?

How ca ths computa-
tional theory be imple-
mented? In paricular,
what is the representa-
tion for the input and
output, and what is the
algorith for the trans-
formation?

How can the represen-
tation and algorith be
realized physically?

Figure 1-4. The three levels at which any machine carrying out an information-

processing tak must be .understood.

The Three Levels

algorith to be used to transform one into the pther. And at the other

exteme are the details of how the algorith and representation are real-
ized physically-the detaled computer architecture, so to speak These
three levels are coupled, but only loosely. The choice of an algorith is
infuenced for exple, by what it has to do and by the hardware in which

it must run. But there is a wide choice available at each level, and the
exlication of each level involves issues that are rather independent of the
other two.

Each of the three levels of description wil have its place in the eventual
understading of perceptual information processing, and of course they
are logically and causally related. But an importnt point to note is that
since the three levels are only' rather loosely related, some phenomena
may be explained at only one or two of them. This means, for example,
that a correct explanation of some psychophysical obseivation must be
formulated at the appropriate leveL. In attempts to relate psychophysical
problems to physiology too often there is confsion about the level at
which problems should be addressed. For instance, some are related
mainly to the physical mechanisms of vision-such as aferimages (for
exaple, the one you see afer staing at a light bulb) or such as the fact
that any còlor ca be matched by a suitable mixture of the three primaries
(a consequence principally of the fact that we humans have three tyes of
cones). On the other hand, the ambiguity of the Necker cube (Figure 1-5)
seems to demand a diferent kind of explanation. To be sure, part of the
explanation of its perceptual reversal must have to do with a bistable neural
network (that is, one with two distinct stable states) somewhere inside the

We can summarize our discussion in something like the manner shown in
Figure 1-4, which ilustrates the different levels at which an information-
processing device must be understood before one can be said to have
understood it completely.~t one extreme, the top level, is the abstr~ct
computational theory of the device, in which the performance of the device
is characterized as a mapping from one kind of information to another, the
abstract properties of this mapping are defined precisely, and its appro-
priateness and adequacy for the tak at hand are demonstrated. In the

center is the choice of representation for the input and output and the
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(a) (b) (c)

Figure 1-5. The so-caled Necker ilusion, named afer L. A Necker, the Swiss

naturalist who developed it in 1832. The essence of the matter is that the two-
dimensional representation (a) ha collapsed the depth out of a cube and tht a

certn aspect of human vision is to recover this missing third dimension. The
depth of the cube can indeed be perceived, but two interpretations are possible,
(b) and (c). A person's perception characteristically flips from one to the other.

brain, but few would feel satisfied by an account that failed to mention the
existence of two diferent but perfectly plausible three-dimensional inter-
pretations of this two-dimensional image.

For some phenomena, the tye of explanation required is faily
obvious. Neuroanatomy, for example, is clearly tied principally to the thrd
level, the physical realization of the computation. The same holds for syn-
aptic mechanisms, action potentials, inibitory interactions, and so fort.

Neurophysiology too, is related mostly to ths level, but it ca also help us
to understad the tye of representations being used, partcularly if one

accepts something along the lines of Barlow's views that I quoted earlier.
But one has to exercise exreme caution in makng inferences from neu-
rophysiological findings about the algorithms and representations being
used, particularly until one has a clear idea about what information needs
to be represented and what processes need to be implemented.

Psychophysics, on the other hand, is related more directly to the level
of algorithm and representation. Different algoriths tend to fail in radi-
cally different ways as they are pushed to the limits of their performance
or are deprived of critical information. As we shall see, primarily psycho-

physical evidence proved to Poggio and myself that our first stereo-match-
ing algorithm (Marr and Poggio, 1976) was not the one that is used by the
brain, and the best evidence that our second algorithm (Marr and Poggio,
1979) is roughly the one that is used also comes from psychophysics. Of
course, the underlying computational theory remained the same in both
cases, only the algoriths were different.

r-.
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Psychophysics can also help to determine the nature of a represen-

tation. The work of Roger Shepard (1975), Eleanor Rosch (1978), or Eliz-
abeth Warrington (1975) provides some interestig hints in this direction.
More specifcally, Stevens (1979) argued from psychophysical experi-
ments tht surface orientation is represented by the coordinates of slant
and tilt, rather than (for example) the more traditional (p, q) of gradient
space (see Chapter 3). He also deduced from the uniformity of the size of
errors made by subjects judging surface orientation over a wide range of
orientations that the representational quantities used for slant and tilt are
pure angles and not, for exaple, their cosines, sines, or tagents.

More generally, if the idea that diferent phenomena need to be
explaned at diferent levels is kept clearly in mind, it often helps in the
assessment of the validity of the different kinds of objectons that are raised
from time to time. For example, one favorite is that the brai is quite
dierent from a computer because one is parallel and the other seriaL. The
answer to this, of course, is tht the distinction between serial and parallel
is a distinCtion at the level of algorith; it is not fundamental at all-
anyting programmed in parallel can be rewritten serially (though not
necessarily vice versa). The distinction, therefore, provides no grounds for
arguing that the brain operates so diferently from a computer that a com-
puter could not be programmed to perform the same taks.

Importce of Computational Theory

Although algoriths and mechanisms are empirically more accessible, it
is the top level, the level of computational theory which is critically impor-
tat from an information-processing point of view. The reason for this is
that the nature of the computations that underlie perception depends more
upon the computational problems that have to be solved than upon the
parcular hardwae in which their solutions are implemented. To phrase
the matter another way, an algorithm is likely to be understood more
readily by understading the nature of the problem being solved than by
exaining the mechanism (and the hardware) in which it is embodied.

L In a similar vein, tring to understand perception by studying only
neurons is like trying to understand bird flght by studying only feathers:
It just cannot be doneJ In order to understad bird flght, we have to
understand aerodynamics; only then do the structure of feathers and the
diferent shapes of birds' wings make sense. More to the point, as we shall
see, we canot understad why retinal ganglion cells and lateral geniculate
neurons have the receptive fields they do just by studying their anatomy
and physiology We can understad how these cells and neurons behave
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as they do by studying their wiring and interactions, but in order to under-
stand wby the receptive fields are as they are-why they are circularly
symmetrical and why their excitatory and inhibitory regions have charac-
teristic shapes and distributions-we have to know a little of the theory of
differential operators, band-pass channels, and the mathematics of the
uncertinty principle (see Chapter 2).

Perhaps it is not surprising that the very specialized empirical disci-
plines of the neurosciences failed to appreciate fully the absence of com-
putational theory; but it is surprising that this level of approach did not
playa more forceful role in the early development of artficial intellgence.
For far too long, a heuristic program for carrying out some tak wa held
to be a theory of that tak, and the distinction between what a program did
and how it did it was not taken seriously. As a result, (1) a style of expla-
nation evolved that invoked the use of special mechanisms to solve parc-
ular problems, (2) particular data structures, such as the lists of attribute
value pairs called propert lists in the LISP programing language, were

held to amount to theories of the representation of knowledge, and (3)
there was frequently no way to determine whether a program would deal
with a particular case other than by running the program.

Failure to recognize this theoretical distinction between what and how
also greatly hampered communication between the fields of artificial intel-
ligence and linguistics. Chomsky's (1965) theory of transformational gram-
mar is a true computational theory in the sense defined earlier. It is con-
cerned solely with specifing what the syntactic decomposition of an

English sentence should be, and not at all with how that decomposition
should be achieved. Chomsky himself was very clear about this-it is
roughly his distinction between competence and performance, though his
idea of performance did include other factors, like stopping in midutter-
ance-but the fact that his theory was defined by transformations, which
look like computations, seems to have confsed many people.'Winograd
(1972), for example, felt able to criticize Chomsky's theory on the grounds
that it cannot be inverted and so cannot be made to run on a computer; I
had heard reflections of the same argument made by Chomsky's colleagues
in linguistics as they turn their attention to how grammatical structure
might actually be computed from a real English sentence.

The explanation is simply that finding algoriths by which Chomsky's
theory may be implemented is a completely diferent endeavor from for-
mulating the theory itself. In our terms, it 'is a study at a dierent level, and
both tasks have to be done. This point was appreciated by Marcus (1980),
who was concerned precisely with how Chomsky's theory ca be realized
and with the kinds of constraints on the power of the human gramatica
processor that might give rise to the structral constraits in synta that

1.2 Undanding Comple Infortion-Procesng System

Chomsky found. It even appears that the emerging "trace" theory of gram-
mar (Chomsky and Lasnik, 1977) may provide a way of synthesizing the
two approaches-showing that, for example, some of the rather ad hoc
restrictons that form part of the computational theory may be conse-
quences of weakesses in the computational power that is available for
implementing syntactical decoding.

The Approach of J. J. Gibson

-i

iJn perception, perhaps the nearest anyone came to the level of computa-
tional theory wa Gibson (1966). However, although some aspects of his
thnkng were on the right lines, he did not understad properly what
information processing wa, which led him to seriously underestimate the
complexty of the information-processing problems involved in vision and
the consequent subtlety that is necessar in approaching them)

Gibson's importt contribution wa to take the debate away from the
philosophical considerations of sense-data and tbe affective qualities of
sensation and to note instead that the important thing about the senses is
that they are channels for perception of the real world outside or, in the
case of vision, of the visible surfaces. He therefore asked the critically
importt question, How does one obtain constant perceptions in everyday

life on the basis of continually changing sensations? This is exactly the right
question, showing that Gibson correctly regarded the problem of percep-
tion as that of recovering from sensory information "valid" propertes of
the exernal world. His problem was that he had a much oversimplified
view of how this should be done. His approach led him to consider higher-
order variables-stimulus energy ratios, proportions, and so on-as
"invariants" of the movement of an obseiver and of changes in stimulation
intensity

"These invariants;' he wrote, "correspond to permanent properties of
the environment. They constitute, therefore, information about the per-
manent environment." This led him to a view in which the function of the
brain wa to "detect invariants" despite changes in "sensations" of light,
pressure, or loudness of sound.íJhus, he says that the "function of the
brain, when looped with its perceptual organs, is not to decode signals,
nor to interpret messages, nor to accept images, nor to organize the sen-
sory input or to proce the data, in modern terminology It is to seek and
exact information about the environment from the flowing array of
ambient energy" and he thought of the neivous system as in some way
"resonatig" to these invariants) He then embarked on a broad study of
animal in their environments, looking for invariants to which they might
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resonate. This was the basic idea behind the notion of ecological optics
(Gibson, 1966, 1979).

Although one ca criticize certin shortcomings in the quality of Gib-
son's analysis, its major and, in my view, fatal shortcoming lies at a deeper
level and results from a failure to realize two things. First, the detecton of
physical invariants, like image surfaces, is exactly and precisely an infor-
mation-processing problem, in modern terminology And second, he vastly
underrated the sheer difculty of such detecton. In discussing the recovery

of three-dimensional information from the movement of an obseiver, he
says that "in motion, perspectve information alone can be used" (Gibson,
1966, p. 202). And perhaps the key to Gibson is the following:

the external world, and one thing he considers is "real shape," (p. 66), a
notion which had cropped up earlier in his discussion of a coin that
"looked ellptical" from some points of view. Even so,

The detection of non-change when an object moves in the world is not as
difcult as it might appear. It is only made to seem difficult when we assume
that the perception of constat dimensions of the object must depend on the
correcting of sensations of inconstat form and size. The information for the
constat dimension of an object is normally carried by invaiant relations in
an optic array. Rigidity is specifed. (emphasis added)

it had a rea shape which remaied unchaged. But coins in fact are rather
special caes. For one thing their outlines are well defined and very highy
stable, and for another they have a known and a ,nameable shape. But there
are plenty of thgs of which ths is not tre. What is the real shape of a

cloud? . . . or of a cat? Does its rea shape chage whenever it moves? If not,
in what posture is its rea shape on display? Furtermore, is its rea shape such
as to be faily smooth outlines, or must it be fiely enough serrated to tae
account of each hair? It is prett obvus tht there is no anser to thes
queons-no rule according to which, no proædure by which, anser are
to he deterined. (emphasis added), (p. 67)

But there are anrs to these questions. There are ways of describing

the shape of a cat to an arbitrar level of precision (see Chapter 5), and

there are rules and procedures for arriving at such descriptions. That is
exacty what vision is about, and precisely what makes it complicated.

Yes, to be sure, but bow? Detecting physical invariants is just as difcult as
Gibson feared, but neverteless we can do it. And the only way to under-
stad how is to treat it as an inormation-processing problem.

The underlying point is that visual information processing is actually
very complicated, and Gibson wa not the only thinker who wa misled by
the apparent simplicity of the act of seeing. The whole tradition of philo-
sophical inquiry into the nature of perception seems not to have taen
seriously enough the complexty of the information processing involved.
For exple, Austin's (1962) Sene and Senibilia entertngly demo-
lishes the argument, apparently favored by earlier philosophers, that since
we are sometimes deluded by ilusions (for example, a straiØit stick
appears bent if it is pary submerged in water), we see sense-data rather
th material things. The answer is simply that usually our perceptual

~ processing does run correcty (it delivers a true description of what is
there), but although evolution ha seen to it that our processing allows for
many changes (like inconstat ilumination), the pertrbation due to the
refracton of light by water is not one of them. And incidentally, although
the exple of the bent stick has been discussed since Aristotle, I have

seen no philosphical inquiry into the nature of the perceptions of, for
intace, a heron, which is a bird that feeds by pecking up fish first seen
from above the water surface. For such birds the visual correcton might
be present.

Anywy, my main point here is another one. Austin (1962) spends
much time on the idea that perception tells one about real properties of

1.3 A REPRESENTATIONAL FRAORK
FOR VISION

~, Vision is a process tht produces from images of the external world a
description that is useful to the viewer and not cluttered with irrelevant
inormation (Mar, 1976; Marr and Nishihara, 1978)~We have already seen

tht a process may be thought of as a mapping from one representation to
another, and in the case of human vision, the initial representation is in no
doubt-it consists of arrays of imge intensity values as detected by the

photoreceptors in the retia:)

It is quite proper to think of an image as a representation; the items
that are made explicit are the image intensity values at each point in the
array, which we ca conveniently denote by I (x,y) at coordinate (.xy). In
order to simplif our discussion, we shal neglect for the moment the fact
tht there are several dierent tyes of receptor, and imagine intead that

there is just one, so tht the image is black-and-white. Each value of I (.xy)
thus specifes a parcular level of gray; we shal refer to each detector as
a pictre element or pixel and to the whole array I as an image.

But what of the output of the process of vision? We have already agreed
that it must consist of a useful description of the world, but that require-
ment is rather nebulous. Can we not do better? Well, it is perfecty tre
tht, une the input, the result of vision is much hader to dicern, let
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alone specif precisely, and an importnt aspect of this new approach is
that it makes quite concrete proposals about what that end is. But before
we begin that discussion, let us step back a little and spend a litte tie

formulating the more general issues that are raised by these questions.

field "explodes" fast enough (because a surface looms nearby), the fly
automatically "lands" toward its center. If this center is above the fly, the fly
automatically invert to lard upside down. When the feet touch, power to
the wings is cut off. Conversely, to tae off, the fly jumps; when the feet no
longer touch the ground, power is restored to the wings, and the insect
fles again.

In-flight control is achieved by independent systems controllng the
fly's vertcal velocity (through control of the lif generated by the wings)
and horizonta directon (determined by the torque produced by the asym-

metr of the horizonta thrust from the left and right wings). The visual
input to the horizonta control system, for exaple, is completely

described by the two terms

The Purpose of Vision

'(The usefulness of a representation depends upon how well suited it is to
the purpose for which it is used)A pigeon uses vision to help it navigate,
fly, and seek out food. Many tyes of jumping spider use vision to tell the
dierence between a potential meal and a potential mate. One tye, for
example, has a curious retina formed of two diagonal strips arranged in a
V. If it detects a red V on the back of an object lying in front of it, the
spider has found a mate. Otherwise, maybe a meaL. The frog, as we have

seen, detects bugs with its retina; and the rabbit retina is full of special
gadgets, including what is apparently a hawk detector, since it responds
well to the pattern made by a preying hawk hovering overhead. Human
vision, on the other hand, seems to be very much more general, although
it clearly contains a variety of special-purpose mechanisms that can, for
example, direct the eye toward an unexpected movement in the visual field
or cause one'to blink or otherwise avoid something that approaches one's
head too quicky.

Vision, in short, is used in such a bewildering variety of ways that the
visual systems of diferent animals must difer signifcantly from one
another. Can the tye of formulation that I have been advocating, in terms

of representations and processes, possibly prove adequate for them all? I
thin so. The general point here is that because vision is used by dierent
animal for such a wide variety of purposes, it is inconceivable that al
seeing anmals use the same representations; each ca confdently be
expected to use one or more representations that are nicely talored to the
owner's purposes.

As an example, let us consider briefly a primitive but highly effcient
visual system that has the added virtue of being well understood. Werner
Reichardt's group in TIbingen has spent the last 14 years patiently unrav-
eling the visual flght-control system of the housefly, and in a famous col-
laboration, Reichardt and Tomaso Poggio have gone far toward solving
the problem (Reichardt and Poggio, 1976, 1979; Poggio and Reichardt,

1976). Roughly speakng, the fly's visual apparatus controls its flight through
a collection of about five independent, rigidly inflexible, very fast respond-
ing systems (the time from visual stimulus to change of torque is only 21
ms). For exaple, one of these systems is the landing system; if the visual

r(I\)I\ + D(I\)

where r and D have the form ilustrated in Figure 1-6. Ths input describes
how the fly track an .object that is present at angle I\ in the visual field and
ha angular velocity I\. Ths system is triggered to trac object of a cert

angular dimension in the visual field, and the motor strategy is such that
if the visible object was another fly a few inches away, then it would be
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Figure 1-6 The horizonta component of the visual input R to the
fly's flight system is described by the formula R = D(I/) - rel/)~,
where I/ is the directon of the stiulus and ij is its angular velocity
in the fly's viual field. D( iV) is an odd functon, as shown In (a), which
ha the effect of keeping the taget centered in the fly's viual field;
r(I/) is essentially constat as shown in (b).
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intercepted successfully. If the target wa an elephant 100 yd away, inter-
ception would fail because the fly's built-in parameters are for another fly
nearby, not an elephat far away.

Thus, fly vision delivers a representation in which at leat these three
things are specified: (1) whether the visual field is looming suffciently fast
that the fly should contemplate landing; (2) whether there is a small
patch-it could be a black speck or, it turns out, a textred figure in front
of a texred ground-having some kind of motion relative to its back-
ground; and if there is such a patch, (3) t/ and iÍ for this patch are delivered
to the motor system. And that is probably about 60% of fly vision. In par-
ticular, it is exremely unlikely that the fly has any exlicit representation
of the visual world around him-no true conception of a surface, for
example, but jus~ a few triggers and some specifically fly-centered param-
eters like t/ and t/.

It is clear that human vision is much more complex than this, although
it may well incorporate subsystems not unlike the fly's to help with specifc
and rather low-level taks like the control of pursuit eye movements. Never-
theless, as Poggio and Reichardt have shown, even these simple systems
can be understood in the same sort of way, as information-processing taks.
And one of the fascinating aspects of their work is how they have managed
not only to formulate the differential equations that accurately describe the
visual control system of the fly but also to express these equations, using
the Volterra series expansion, in a way that gives direct information about
the minimum possible complexty of connections of the underlying neu-
ronal networks.

Advanced Vision

Visual systems like the fly's seive adequately and with speed and precision
the needs of their owners, but they are not very complicated; very litte

objective information about the world is obtaned. The information is all
very much subjective-the angular size of the stimulus as the fly sees it
rather than the objectve size of the object out there, the angle that the
object has in the fly's visual field rather than its position relative to the fly
or to some external reference, and the object's angular velocity agai in

the fly's visual field, rather than any assessment of its true velocity relative
to the fly or to some stationar reference point.

One reason for this simplicity must be that these fact provide the fly
with suffcient information for it to suivive. Of course, the information is
not optimal and from time to time the fly wil fritter away its energy chaing
a fallng leaf a medium distace away or an elephant a long way away as a
direct consequence of the inadequacies of its perceptual system. But ths
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apparently does not matter very much-the fly has sufcient excess energy
for it to be able to absorb these exa costs. Another reason is certnly that
tranlatig these rather subjectve measurements into more objectve qual-

ities involves much more computation.Úiow, then, should one think about
more advanced visual systems-human vision, for exple. What are the

issues? What kid of inormation is vision really delivering, and what are
the representational issues involved? J

My approach to these problems was very much infuenced by the
fascinatig accounts of clica neurology such as Critchley (1953) and

Warrington and Taylor (1973). Parcularly importt was a lectre that

Elizbeth Warrington gave at MIT in October 1973, in which she described

¡!e capacities and limitations of patients who had suffered left or right
parietalesion~ For me, the most importt thng that she did wa to draw
a diticton between the two classes of patient (see Warrifigton and Taylor,
1978)lFor those with lesions on the right side, recognition of a common
object wa possible provid that the patient's view of it was in some sense
straightforwarcD She used the words conventional and unconventional-
a water pail or a clarinet seen from the side gave "canventional" views but
seen end-on gave "unconventional" views. If these patients recognized the
object at all, they knew its name and its semantics-that is, its use and
purpose, how big it wa, how much it weighed, what it was made of, and
so fort. If their view wa ullconventiönal-a pail seen from above, for
exple-not only would the patients fail to recognize it, but they would
vehemently deny that it could be a view of a paiL. !Patients with left parieta
lesions behaved completely diferently. Often these patients had no lan-
guage, so they were unable to name the viewed object or state its purpose
and semantics. But they could convey that they correctly perceived its
geometr-that is, its shape-even from the unconventional Vi~

Warrington's ta suggested two thngs. First, the representation of the
shape of an object is stored in a dierent place and is therefore a quite
dierent kid of thg from the representation of its use and purpose. And

second, vision alone ca deliver an internal description of the shape of a
viewed object, even when the object wa not recognized in the conventional
sense of understading its use and purpose.

This wa an importt moment for me for two reasons. The general
trend in the computer vision community was to believe that recognition
was so difcult that it required every possible kind of information. The

results of this point of view duly appeared a few years later in programs
like Freuder's (1974) and Tenenbaum and Barrow's (1976). In the latter
program, knowledge about offices-for example, that desks have tele-
phones on them and that telephones are black-was used to help "seg_
ment" out a black blob halfay up an image and "recognize" it as a tele-
phone. Freuder's program used a similar approach to "segment" and
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on the vantage point. The final step therefore consists of transforming the
viewer-centered surface description into a representation of the three-

dimensional shape and spatial arrangement of an object that does not
depend upon the direction from which the object is being viewed. This
final description is object centered rather than viewer centered.

The overall framework described here therefore divides the derivation
of shape information from images into three representational stages: (Table
1-1): (1) the representation of properties of the two-dimensional image,

"recognize" a hammer in a scene. Clearly, we do use such knowledge in
real life; I once saw a brown blob quivering amongst the lettuce in my
garden and correctly identified it as a rabbit, even though the visual infor-
mation alone was inadequate. And yet here wa this young woman calmly
telling us not only that her patients could convey to her that they had
grasped the shapes of things that she had shown them, even though they
could not name the objects or say how they were used, but also that they
could happily continue to do so even if she made the tak extemely difcult
visually by showing them peculiar views or by iluminating the objects in
peculiar ways. It seemed clear that the intuitionS of the computer vision
people were completely wrong and that~ven in difcult circumstaces

shapes could be determined by vision alone)
The second importt thing, I thought, was that Elizabeth Warrington

had put her finger on what was somehow the qu;ntessential fact of human
vision-that it tells about shape and space and spatial arrangement. Here
layaway to formulate its purpose:-building a description of the shapes
and positions of things from images~ Of course, that is by no means all that
vision ca do; it also tells about the ilumination and about the reflectces
of the surfaces that make the shapes-their brightnesses and colors and
visual texres-and about their motion. But these things seemed second-

ar; they could be hung off a theory in which the main job of vision wa
to derive a representation of shape.

Table 1-1. Representational frework for deriving shape inormation from

images.

Name Puose Priitives

Image(s) Represents intensity

Primal sketch Maes exlicit importt
information about the two-

dimensional image, primar-
ily the intensity changes
there and their geometrical
distribution and organiza-
tion.

To the Desirable via the Possible
2Vz-D sketch Makes. exlicit the orienta-

tion and rough depth of the
visible surfaces, and con-
tours of discontinuities in

these quantities in a viewer-
centered coordinate frae.

Finally, one has to come to terms with cold reality Desirable as it may be
to have vision deliver a completely invariant shape description from an
image (whatever that may mean in detal), it is almost certy impossible
in only one step. We ca only do what is possible and proceed from there
towad what is desirabletThus we arrived at the idea of a sequence of
representations, stang with descriptions that could be obtaed straight
from an image but that are carefully designed to facilitate the subsequent
recovery of gradually more objectve, physical propertes about an objects
shape) The main stepping stone toward this goal is describing the geometr
of the visible surfaces, since the information encoded in images, for ex-
ple by stereopsis, shading, texre, contours, or visual motion, is due to a

shape's local surface propertes. The objectve of many early visual com-
putations is to extact this information.

However, this description of the visible surfaces turns out to be unsuit-
able for recognition taks. There are several reasons why, perhaps the most
prominent being that like all early visual processes, it depends critically

3-D model rep-
resentation

Describes shapes and their
spatial organization in an
object-centered coordinate
frame, using a modular
hierachical representation

tht includes volumetric

primitives (i.e.; primitives
that represent the volume
of space that a shape occu-
pies) as well as surface
primitives.

Intensity value at each point
in the image

Zero-crossings
Blobs
Termi~ations and discontin-
uities
Edge segments
Virtual lines

Groups
Curvlinear organization

Boundaies

Local surface orientation

(the "needles" primitives)
Distace from viewer

Discontinuities in depth
Discontinuities in surface
orientation

3-D models arranged hier-
archicaly, each one based
on a spatial configuration of
a few stick or axes, to

which volumetric or surface
shape primitives are
attached
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such as intensity changes and local two-dimensional geometr; (2) the
representation of properties of the visible surfaces in a viewer-centered
coordinate system, such as surface orientation, distance from the viewer,
and discontinuities in these quantities; surface reflectance; and some coarse
description of the prevailing ilumination; and (3) an object-centered rep-
resentation of the three-dimensional structure and of the organization of
the viewed shape, together with some description of its surface properties.

This framework is summarized in Table 1-1. Chapters 2 through 5 give
a more detailed account.
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PART II

Vision


