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Nearly Olmlogh haplician Solver 3 30 20

Thm Fal g d Alg1A b sx s t
If Atsb then DX I Ha S Ell I Hn in time

mlognlog.CH expected time

Note hides logdogn factors

Recall Hilla fFAx

We will need but not prove
Thin F LST TofG st

stretch G OlmlognthglogPn

in time Olmlogntntign Un
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We Proved
AW Thm Let Y Yi be iid random
5 PSD n xn matrices st

1 ELY Z 2 Yi 5µF then

Pra 3 2 t Yi's lit e Z

3 l 2n e 5k14gr



High Level View of Alg
3

1 Given G Cv E

Generate a solver chain of graphs

G Go G feign constantsize
Such that He is condition number
k Go G D high
KI Gi Ga constant for 13 Ifl I

2 Run
Recursive Preconditioned Chebyshev RPC
on Seg G Ge

That is when doing iteration to solve

GiYi bi
we make calls to GiYin bi o



The solver has 2 distinct Phases 4

In Phase 1 we reduce solving 6 to solving
a spine heavy graph

Def G is spine heavy if I STT of G st
stretch Elon ECT ImAgn

Phase I G
1 Compute T LSSTCG
2 Set H Gt ft DT some t clog n
3 H Sample H TT lsamplenontree edges
4 Run PC G G H

using call to Phase2 H T b
5 Run 4 0 login rt times
per bit of accuracy required

Note Here G is It

All remaining calls will use

Recursive Preconditioned Chebyshev
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Note AW is sampling with replacement
In the past we combined identical samples
Here we will not combine samples
Thus we will get a maltgraph

Note in Spielman Srivastava
Te sampled with prob PRI

n I

Recall Given an re 3 ERE we can sample
with probs tf vs Ere rlyn times
This gives a spectral sparsifier
with 0 rhyn edges with Hl



Sampling nontree edges 6

Sample G IV E w T
1 for each e c GIT set Pe We ERT e

2 set E Pe s stretch Eko l ELT
G GIT

3 Set Pe PeYt
4 set Is Cst by n ly constantCs
5 Sample K edges from 6 IT with
prob Pe settingweights to Wype
G Ek

6 return Ypg est e 1,7 ex

to apply AW a sample is formally

I Tt Yee e with prob Pe

This will return 6

In Phase9 Stretch 1 BIGHEAD mtgn
samples K s 01Mby Ya



Graph Algorithms onTrees 7

Almost all problems on trees is 01h1

Problem Given tree T and
nontree edges e em

Output ER le ER em

Let T be a root tree with root r

Note the Vlt Using BFS we

can label a with flat.ERfr a
Def hCA la b E Lowest common ancessor

Note Given a b ENT and Kala b
Then ER la b Ella 7lb 2K A laid

Tarjan The LCA of e em can

be computed in 01m4cm Time
Where Nm is inverse Accerman



Timing Anaysis of Phase I
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Assuming Phase 2

Claim If Phase 2 correctly solves

problems of form 4,1X b them

Phase l step4 returns a constant error

reduction to Lox b

pf TIGA thus HG A Eclogite
NHK schojh

K H H 33 hi AWwith error prob's'k
Thus HG H as 3 elgin 01hr5m
Since PCG only requires 0 1146,17
iterationper bit of error

Thus step only requires 0 Ayn ster



The critical trick to get a one log solver
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Claim Let l be a normalized sample
returned by Sample GT then
stretch l glynlostYe

pf Let ee GIT
Recall
We pick e with frequency WeERTte
Thus we pick with probability

Pe We ERTl e It where t EPI

If e is pickedthen its weight Wi
will be Wolpe



The normalized weight after K samples 10

We Yee Kscstlognly Ye
Well
stifle.es bgnflYe

I

ER le Glyn fl Yo

Finally the stretch e

stretchy 4 We ER le
Glyn lytle

a



Phase2 11

While nontree 3 rn do
1 Set H Ht HHT

increase weightofTb constant K
2 H SampleIH KT note KTSH
3 Pre Cheb H H
4 Usingcalls to Phase21H T



Analysis of Phase 2 12

Claim In Phase2 KlH H IEC fixed constant
with hip
pf DH's H f K H since HSH's KH
2 By AW l Ya H't H411th H w h p

thus
Kit's b If't H t H't KH ie K IH Ht's 3k

Claim If It has m samples multi edges
then Phase21H T returns
rn's Mlk samples w hip

PI note samples S sq Stp Htt lynley Ye
Now Str HIT Him

Glynly Ye
since we dialated T byK

S est s µey XntsXd Y



13In Summary

Phase Reduces solving LgX b to log n
calls to Lax's b 1 same It
where His spine heavy

Phase2 Generates a chain of graphs
Hi Ha At et

1 LEIA.lk 33 ElHi.n lT
27k Hi Hi 59 Hi

3 To solve 1 A Xsb we make a

content of calls to Lai X b

Tree of recursive calls fylosh
Hi H1 Vertex count is not f constant

decreasing Ha Ha Ha Ha

Ht Htt
It

Ht Ht Ht Ht

2 We need that costkall decreases faster than calls



Removing degree one two node 14

Using Gaussian Elimination

Th m If T S T of G with an nontree edges
and G has no degre one or two nodes

then n t am

pI Let Dhs leaves in T

2 Vz nodes ofdegree 2
3 Vg nodes of degree 33

NoteDV 12 t V

Thus n KtVatVs s 24th
Wenext count non tree edges
1 Each V node has at least 2 nontree attachments
2 EachV2node has at least 1 nontree attachments

Thus 2m32 V th
or n c 2M D

Full Algorithm pivots out degree one two

vertices after each Phase2


