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The Basic Iterative Method 3 8 21

Goal Solve Au b approximatly

Simpler prob solve a Xsl approximately
without division

Def a L a or a l I

thus

d HE ta't for 1514
or 05922

Let u stat stet

Recurranee U It a full

Suppose goal a.X b

Set v bulk or U V
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recurrence

D b it Ebr Y btav

bill a v v 4lb an
05942

Error Analysis
Set ad ska v g ba

E bflta.io t bli ei a

boi Hoit bg a'Ybq

IKE 107

converges iff 15151



Richardson's Method
3

view 1 Ulm Um b Aum
T
residual error

view 2
pm I A um tb

Usm Guhl b G I A

Good D 01W A work per step
parallel

A fixed point is a solution

Bad 1 May not converge
2 May do so very slowly



The error for Richardson 4

Suppose AA b G I A

Det Error E
m
Ulm Ty

Claim Elm G Ecm

Pt Gem Glu'm a Gum II A it
Gum it Act

Gum visits

Gumbb a
Ulm g

Cmt't



Note To converge In GmEl so
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to converge V E then in Gm so

Not A Sym G Sym

thus G Ehilvivit die 1167
Y eigenvector

and converge ill Vi Itil 21

In general Fi s t Hit 31

Simple modification

to get convergence



The Extrapolated Method
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A Sym

God Get Richardson to converge

Note AX b iff 8Ax 8b 8 10

New recurrence

ulktD.nl Hb Ax

or ul I 8AM 1lb

Set Gy I 8A

Goal my TTGy Miaxili G
Set M hmm A m Xmin A
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Claim 8
M m

is optimal

Note At JAX iff Gyx I 8ha x

Simplefa A Let 0,13 be a polynomial
then diesCG iff Q1 ti c X Q G

Iter Q 13 I 83

Amenko s 11 8ha I om I 2mY
n

Min
Mtm

4min61s I 8M l Yim MMM
th

MMM1M
thus rt Gds Finn
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Det conditionnumberof A Mm KIA

T Gg
M m T F KIA 1

Mtm Mg Dm NAHI

set Ks KIA

T

After k iteration Er I E Kate
we need a ie iteration 1 bit

es A L Pn Kl A an

Weeden iteration Ibit



Polynomial Acceleration
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Assume A SPD AI b

xtmM GXCM.BG I A
m Gm 107

idea Use all previous XI

ie compute XY Xh
pick g c Rest 9 L

return u'M qq.pl
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Question How to pick the 9
A different view

Dsf Elm um I
h 7 n I

Enix I E.fi L
i o

Eq Ix I

Ea Eci's Eq Gi em

Gai Gi em Qnlde
where Qn137 hot tan 3h

4

Goal For each n pick Qu 3

mint Qn G

Note Hanks Quit lol



Chebyshev Polys Acceleration

Det Chebyshev Polynomials
To w 3 Icw w

Tn 1W 2W Tn W Tn w

ez Tfw 2W W I s 2W 1

Btw 2W 12W I W

4W's 2W W 4W 3W

es
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Some Simple Facts

1 Tn D Ecoef
2 Tn l l LDn
3 n odd Tn w is odd

n even Tn w is even

Harder Facts
1 Tn w s fiwww.TY iiw NT.in

Hw

2 Unique Poly Satisifing

Tn Ko Slo Cos In 0

3 For 1 14
Tn X s cost narccos x

4 Boots Xx s cos I 19



1 1 13Image I

I

23tsoHyg
Thin d I Let Hnlw IN

ya
D f l HnH1 Yinl Id

2 Hn w is min such poly



Chebyshev Plus Extrapolated Method
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Let K KCA 8 1

I
eigensof G

H

We will use In Tn Ms Tn Yo
for our poly excelleration
Note In 117 I thus Eeoef L

picture
Yin

Note Hdl so thus IN Ql KT

goal bet from below Tn Yo
k It I 72M whereas



Not ICD Wx ix Alarm
IS

3 t xtrx.TT for X I

TnlH2M s f lit 2Mt
s hmm 12 WTH
s train

M

2
Ern die ir tiYI riIi
thus frj Y
Finally Ilyas's I

or tsatfii.IT
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Thin Convergence Rate for Extrapolated
Chebyshev is 0 Ya

1

Back to Pn Kl Lpn are
Convergence for Cheb is Yn

n iteration per hit

Optimal for multi term recurrence

since we are only doing local ops
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