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16-731/15-780 Final, Spring 2002
** SOLUTION SET ***

. Write your name and yoandrew email address below.

Name:
AndrewlD:

If you need more room to work out your answer to a questiea,the back of the page and
clearly mark on the front of the page if we are to look at whatighe back.

You must answer at least 10 of the following 11 questioreschEquestion is worth a maxi-
mum of 10 points.

If you answer 11 questions then we will only count the topsé&Ores (i.e. we will discard
your worst score).

The maximum possible score is 10 * 10 = 100

You may use any and all notes, as well as the class textbook.
You have 3 hours.

Good luck!



1 Depth First Search

Imagine a scenario with a robot trying to navigate in thedwihg maze from the start position
marked S to the end position marked G. At each step the robaho&e in one of the four compass
directions. The robot contemplates alternatives in thiefiohg order:

Move South
Move East (i.e. Right on this picture)

Move North

p w0 NP

Move West (i.e. Left on this picture)

Mark the set of states that are expanded during the seartte order they are expanded, by
putting a 1 in the first state, a 2 in the second, and so fortmt{ldut “1” in the cell marked “S”).
Assume the search is Depth First Search (DFS). Use the wesSDFS that avoids loops by never
re-expanding a state that is on the current path.
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2 Robotics and Constraints

(a) Here is a circular robot that may move around the planie twib degrees of freedom. There
are two circular obstacles. We want to plan robot motionimfiguration space, where the
configuration is théz, y) position of the center of the robot.

al. What is the diameter of the C-space representation bfazstacle?
ANSWER: diameter=2m
a2. What is the distance between the obstacles in C-space?
ANSWER: distance = 0.5 m
a3. Will there be a collision-free path between the obstid¢he C-space representation?

(Circle one)
ANSWER: YES
. e e
1.5m
Robot N e
Obstacles

(b) The following diagram concerns graph coloring probleiach node must be labeled A or
B or C and no adjacent nodes may have the same label. You marchecking on the fol-
lowing problem. Remember that forward checking is the sdrimgtas only doing constraint
propagation for one step. What values remain for each Margtter forward checking has
finished, but before any DFS begins? (Simply cross-out ahyesahat Forward Checking
has eliminated)

ANSWER: _ _
this node already assig

e
KB C B

ABRBC

this node already assigne
K BC ABC



3 Linear Programming

(a) Re-express the following Linear Program as a new lineagram in which the only inequal-
ities are the Primary Constraints (i.e. constraints tHataalables are non-negative). If you

use any slack variables, call them y», etc.
Maximizez = u + v + x subject to:

u+v >0
v—w <0
u+3w+zxr <95

ANSWER:

u+v—y; = 0
V—wH Y =
u+3dw+r+y =

(b) Re-express the following Linear Program in Restricteatial Form. If you use any slack
variables, call themy,, y», etc.
Maximize z = 2u + v + w subject to:

u+v = 10

w—u = 2
ANSWER:

v = 10—u

v = 12 —w

(c) Inthe following tableau, which variable gets moved te tieft Hand Side on the next itera-

tion?
T4 | Ty
z | 2|12
r, |10]-3] 1
To |11] 2 | -2
r3 |12 3| 3

ANSWER: We look for the variable on top that has the largest positaeffecient in the
second row. This ixs.



(d) Inthe previous tableau, which variable gets moved tdrighit Hand Side?

ANSWER: We look for the variable that would reach O first as we increas his isxs.

(e) What is the optimal solution (if any) to the following Tebu LP?

T4 | Ty
z|-2|-1]|-2
ry [10] -3 | -1
ze | 11| -2 | -2
ry | 12] -3 ] -3

ANSWER: Thex4 andz; entries in the: row are both negative, so this tableau is already at
a solution state, and we can just read off the values fromdbersl column.

(z=-2); x3=10; x3=11; x3=12; x4=0; x5=0

() True or False: If an LP has no feasible solution, then iiirea be expressed in RNF.

ANSWER: When an LP is written in RNF form, setting all the decisioniables to 0 is a

feasible solution. So if there are no feasible solutionstghmust not be a way to express it
in RNF. True.



4 Propositional Logic

(a) The single most important idea in formal logic is that theaning of a sentence can be
represented as a set-theoretic set of possible worlds.

Given a universe with propositional symbdbs ), R and.S, how many interpretations are
there in the meaning of the following KB?

(PAQ) = (RAS) (1)
(PANQ) V (RAS) (2)
~(PAQ) = (~PV~Q) 3

ANSWER: Each possible interpretation assigns truth values to owr variables. One
reasonable way to attack this problem is to make a big tabile all 2* = 16 possible
interpretations and check individually if they are coreigtwith the KB.

But we can go faster if we are clever. First look at (3) in the. KRBMorgan’s rule tells us
that~ (P A Q) < (~ PV ~ @), so (3) boils down to~ (P A Q) =~ (P A Q). That
is a valid sentence, so it will be true in every interpretatmd we can ignore it. Second,
remembering that we can write logical OR in terms of impimat we can rewrite (2) as
~ (PAQ) = (RAS). Resolve this with (1) and you realize that (1) and (2) togetimply

R A S, and they don't end up saying anything abéuind(). So out of the 16 possible
interpretations, the only ones consistent with the KB are4thnterpretations that have
both R = True andS = True.

(b) The following four questions assume are in a world with four propositional symbols.
For each question, the answer might be “infinite”.

b1l. How many possiblmterpretations are there?

ANSWER: In propositional logic, an interpretation is just an ardyr assignment of
truth values to objects. There are four objects, each of wban take on one of two
values (True, False). So there &%= 16 interpretations.

b2. How many possiblmeaningsare there?
ANSWER: A meaning is a set of interpretations. It can be any subsdteo$ét of all
interpretations. So there a2é® meanings

b3. How many possiblsentencesre there?
ANSWER: We can keep adding new logical operations and variableseteri of a
sentence until we are blue in the face. For instatice A A A A A is a valid sentence,

and we can keep making new ones of arbitrary length in the $ame There are an
infinite number of sentences

b4. How many possiblknowledge basesre there?

ANSWER: A knowledge base is just an arbitrary collection of senten&nce there
are an infinite number of sentences, there armfamte number of knowledge bases



(c) It's rather vague to represent the meaning of a KB by afsebssible worlds. Pat proposes
that it would be a better idea to simply say the meaning of ak@bing to be a single world.
What is the best response to Pat’s idea? (pick one of themespdoelow)

(i) Good idea—that will make semantics more clearly defined automated proof more
efficient, with no downside.

(i) Bad idea—that will make logical inference more compiaaally expensive since we’'ll
have to search much harder to find an interpretation thathraata knowledge base.

(i) Bad idea—then the user who writes a knowledge basein@Vitably specify the full
world, and won't be able to express limited knowledge abaut pf the world.

(iv) Irrelevant idea—Pat’s idea is mathematically equavellto conventional propositional
logical semantics anyway.

(v) My hovercraft is full of eels.
ANSWER: (i)
(d) Is the following set of proof rules sound (yes or no)?
aANb - aVb
aANb - alNb

ANSWER: Yes



5 First order Logic
Here are three sentences:

S :Ve¥y  P@AQW) = R(x)VS(g()y)
Sy : Vu.Vu. S(g(u), h(u,v)) = R(h(v,u))
S3 :VYwVz. P(h(w,z)) ANQ(h(z,w)) = R(w)

(@) Can you resolve sentencgsandS,? If so, what sentence results when you use the most
general unifier?

ANSWER: Yes. Here is the unifier and the result:
[z/u y/h(u,v)]  Pu) AQ(h(u,v)) = R(u)V R(h(v, u))

(b) Can you resolve sentenc8sandS;? If so, what sentence results when you use the most

general unifier?
ANSWER: No. Can't resolve.

(c) Can you resolve sentenc8gsandS;? If so, what sentence results when you use the most

general unifier?
ANSWER: No. Can't resolve.



Consider the following KB

Ju. Tenuredu)
Vo.  Tenuredv) = Fatfv)
Vw. FatBosgw)) = Fafw)
BosgAndrew) = Bob
~ TenuredBob)

(d) Is “Fat” a predicate symbol, a function symbol, or a canssymbol?
ANSWER: Predicate symbol.We can tell because:
e The input is an object: Boss(w) is used as an input to Fatf),Boss() is a function
(see below), so Boss(w) is an object.
e The output is boolean: Fat(Boss(w)) is used on the left-Isaahel of an implication.

(e) Is“Boss” a predicate symbol, a function symbol, or a tamissymbol?
ANSWER: Function symbol. We can tell because:

e The input is an object: Boss(Andrew) is used, and Andrew islgect.

e The output is an object: Boss(Andrew) is tested for equality Bob, which is an
object, so Boss(Andrew) must be an object.

() Assuming that Andrew and Bob are distinct objects, arsliasng that there are no other
objects in the universe, give the full, set-theoretic megrmif the above KB, expressed as a
list of predicate-logic interpretations (Hint: The numloéinterpretations in the meaning is
strictly greater than 1 and strictly less than 4).

ANSWER: There are three interpretations in the meaning of the KB:

Tenured= {Andrew}, Fat= {Andrew}, Boss= {(Andrew, Bob), (Bob, Bob)}
Tenured= {Andrew}, Fat= {Andrew, Bob}, Boss= {(Andrew, Bob), (Bob, Andrew)}
Tenured= {Andrew}, Fat= {Andrew, Bob}, Boss= {(Andrew, Bob), (Bob, Bob)}



Consider the following set of sentences

S1: VzTy.  Plx,y)
Sy dyNVzr. P(x,y)
Sy Vo.~Vy. ~ P(x,y)
Sy ~VYaNy. ~ P(x,y)
Ss:  dvdy.  P(x,y)

(g) Inthe diagram below, draw a line between each pair oesaets that have the same meaning.
For instance, draw a line between thienode and the&, node if and only ifS; and.S; have
the same meaning.

ANSWER:
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6 Bayesian Networks

Assume that Mark Stehlik wears a kilt about once a year, aretiJaohon wears a kilt about once
every five years. Also, assume that Jared walks down a plntisidewalk every day, but Mark
only walks down the sidewalk every other day

() If you see a person walking down the sidewalk in the disgaand you are sure that he is
either Mark or Jared, but you can't tell which, and you also’'tcgell what he is wearing,
what are the following probabilities?

ANSWER: We know the person is either Mark or Jared (so the probaslitnust sum to
1), and it is twice as likely to be Jared.

P(Person is Mark) = 1/3
P(Person is Jared) = 2/3
(b) Now suppose the person is wearing a kilt. What is the piibathat it is Mark?

ANSWER: Suppose there ar@ days in a year. Abbreviate

e M = Person is Mark
e .J = Person is Jared
e K =Wearing a kilt

Then
pu) — PERDPAY
P(K)
_ P(K|M)P(M)
- P(K|M)P(M)+ P(K|J)P(J)
_ D3
11 1 2
D3 T 303
_ 1
142
_ 0
T
P(Person is Mark | Wearing a kilt) = 2

Levery other day means once every two days

11



The questions on this page relate to the following Bayes net:
P(A | ~E)=0.
P(A | E)= 09 (B) P@)=03

P(C | ~A~B) = 0.

P(E)= 0@ (¢) P(C | A B)= 0.
P(C| A, ~B) =0

y PCIAB)=05

@ P(D|~C)=0.5
P(D|C)=0.5

(c) One of the edges in the Bayes net above can be eliminatddha conditional probabilities
of the target of the edge can be changed so that we get an EpiiBayes net. In the small
diagram below, cross out the unnecessary edge, and writeetheconditional probability
table for the target of the edge.

ANSWER: Notice thatP(D | C') = P(D | ~ (), so we can remove the dependencéof

onC' to get the following:

4

(®) P(D)=0.

12



For the following four questions, we ask you to calculate argity from the Bayes net above.
Your answer should be a number. None of these calculatianddkake you longer than a minute
or two.

(d)

P(E | A,C)
PE|A)

ANSWER: Recall from the lecture on Bayes net inference that the nétdasdC ared-
separated byl. ThereforeP(E | A,C) = P(E | A) and the answer is

P(E | A,C)
PE|A)

=1
(e)
P(C | A)=?
ANSWER: This is just old-fashioned cranking:

P(C | A) = P(C| A B)PB)+P(C | A~ B)P(~ B)
— 0.5(0.3) +0.2(0.7)
= 0.29

V)
P(B | D) =7

ANSWER: We have already noticed in part (c) thatis effectively independent of the rest
of the graph. Therefor®(B | D) = P(B) = 0.3.

13



7 Inference in Bayesian Networks

Consider the following Bayes network:

P(X)=0. P(Y)=0.6

P(Z|~X,~Y) =0

P(Z|~X,Y)=0
P(Z | X, ~Y) = 0.¢
P(Z|X, Y)=0

where the nodes represent the following events:
X. There is an enormous dust storm on Mars tonight. “Theredisst storm”.
Y. Itis raining at my house tonight. “It’s raining”.

Z. | see what appears to be an enormous dust storm on Martdrogh my backyard obser-
vatory. “l see a dust storm”.

(&) Common sense dictates tbatandY are independent; but according to our Bayes net infer-
ence techniques, if we know the valuesfthen knowingX might be able to help us predict
Y, or vice versa. You tell your friend Trey this, but he is notyvemart and doesn’t believe
you. Give an example of a case when

(i) You start by knowing the value df (either true or false).
(i) Somebody tells you the value of eith&ror Y.

(i) The information given to you in step (ii) helps you totge better prediction of the
remaining unknown variable.

You must explain your example in the space belasing the English descriptions of the
eventswithout sayingX, Y, Z, or mentioning the exact probabilities. Your example stoul
make sense given the probabilities in the net above, anditldltonvince even Trey that
his common-sense notion is incorrect. Feel free to use the sbrsions of the English

descriptions to save time.

ANSWER: It will help to clarify this problem if we change it to the sewbperson. Suppose
| start by knowing that you didn’t see a dust storm, and thezain that there was a dust storm.
Now | can infer that it was probably raining at your house, #rat’s why you didn't see the dust
storm.

Here is the tricky part of this question that caught some [geapl start by knowing that you
did see the dust storm, then there is no way that informationtaozan help me to deduce or
vice versa. Examine the probabilities:Afis true, | can immediately infer thaf is false. Then if
somebody tells m&, it doesn’t help me to infeY” (because | already kneW). If somebody tells
meY, it doesn’t help me infeX (telling meY is not new information).

14



Now we consider representing a knowledge b&sasing a Bayes net, so that Bayes net inference
is equivalent to logical deduction, in the following senketp andg be propositions. Then

e WhenevelK I p = ¢, then Bayes net inference returRgq | p) = 1.
e WhenevelK + p =~ ¢, then Bayes net inference returR§g | p) = 0.
e Otherwise, Bayes net inference retug; | p) = ¢, where0 < ¢ < 1.

Here is an example: suppose our knowledge asmsntains only the sentencev B. The
following Bayes net is equivalent t&':

(D—(=
P(A)=2/3 P(B|A)=1/
P(B|~A)=1
Here are some tests thatand the net above are equivalent:
e According toK, ~ A = B. According to the Bayes neB(B | ~ A) = 1. Check.

e According toK, ~ B = A. According to the Bayes neE(A | ~ B) = 1 (in order to
verify that, you need to apply Bayes rule and some algebragckc

e According toK, knowing thatA is true does not allow us to infer the value®f According
to the Bayes net?’(B | A) = 1/2. Check.

15



(b) Suppose that the knowledge bdseontains only the following sentences:

A= B
CNAND

In the space below, draw a Bayes net that reprederteling all the conditional probabil-
ities appropriately. Use the smallest possible number gésd

ANSWER: The derivation of this Bayes net is explained below.

PB|A) =1
P(A)=1/3 P(B | ~A) = 1/

&=
© ©

P(C)=1 P(D)=1

TheC A D sentence in the KB tells us immediately tikaand D are true, so they must have
probability 1, and it would be redundant to make any conoestiwith them. It is similarly
easy to guess that we will have a link frafnto B to represent the implication.

The question then is: how do we assign probabilities such #&i#® | A) = 1 and P(~
A| ~ B) =1 as the implication requires? In fact, there are many assgisrof proba-
bilities that do the trick, but you are unlikely to hit on a pEet assignment by chance. Here
is a way to generate working probabilities. We will enumerall the interpretations fad
and B that are consistent with the KB, and we will assign them eacbrazero probability
so that the probabilities sum to 1. Then we can calculate avtygbility in the Bayes net by
looking at our table. Here is the table that generated owtisaol:

A=True,B=True: 1/3
A =False, B=True 1/3
A =False, B =False 1/3

Notice we left out A = True, B = False, because it is not coesiswvith A = B. From this
table, it is easy to calculate, for instanég,4A) = 1/3 and

_ P(~AAB) _1/3 1
PEI =T T

If you did not figure this technique out and gt A) wrong, you only lost one point.

16



8 Decision Trees

(a) This part of the question is going to create a counterpkato the hypothesis that we will
always find the smallest decision tree consistent with tha.dAssume we are using the
decision tree algorithm described in the notes. Assumeathattributes (inputs and output)
are binary, and assume that we do no pruning.

Construct an example dataset in which

e ...itis possible to find a tree that gets zero training setrerr

e ...and our decision tree learning algorithm succeeds inrfind tree with zero training
set error

e ...but there is a smaller, simpler, tree that also has zanoitig set error but which our
decision tree learning algorithm fails to find.

You must explain the idea behind your example dataset, and why ousidadree learning
algorithm fails to find he smallest solution.

ANSWER: Imagine we have the following dataset, whereB, andC' are inputs and” is

the output:
A B C|Y
0 0 0|0
0 1 0|1
1 0 01
1 1 1|0

In the diagram below, we show the simplest zero-error decisiee on the left, and the tree
our algorithm would find on the right. The reason our alganitthooses to branch arnfirst
isthat/G(Y | A) = IG(Y | B) = 0. With this particular dataset, knowingand B together
lets you predict” perfectly, but knowing either one alone doesn't help at@lr algorithm
is greedy, so it immediately choos€snstead of thinking about combinations of inputs.

[F o/

B B =
y\' o\ o/ N\ O
Y=0 Y=1 Y=1 Y=0 =
. /B\lY 1
Y=0 Y=1
Comparing the two trees, the one our algorithm generatesapat, but it has the same

number of nodes... but we could make our tree arbitrarilygrwomplicated by adding more
nuisance variables lik€'.

17



(b) LetC(k,m) be the computational cost for our decision tree algorithiouitd a non-pruned
tree from a dataset with attributes (all binary) ang* records.

Assume the time talken to compute one entropy calculati¢¥ | X ) is a2*, when there are
2F records, and where is some constant multiplicative factor. Furthermore, assthat all
other costs in building the tree are negligable.

Assume that every time we split into two subtrees, the twdrsel contain equal numbers
of records.

DefineC(k, m) in terms ofa, k, m, C(k,m —1),C(k—1,m)andC(k —1,m — 1). Not all
of these terms will appear in your formulal

ANSWER:
C(k,m) = ma2" +2C(k — 1,m — 1)

Note: C'(k — 1, m — 1) assumes that we ignore the split attribute in subsequertsab. It's
also fine to answer

C(k,m) = ma2* +2C(k —1,m)

18



9 Neural Networks

(a) Suppose we want to learn a perceptron but we are worriedl dlbe computational cost of
computing sigmoids. We decide to use the following piecewisear model instead:

y = h(wy + wox)
where

h(z) = 0if 2 < -1
zif —1<z<1
h(z) = 1ifz>1

>
—

N

I

we then define

dh

— = 0ifz< -1
dz hzs

dh .

— = 1lif-1<z<1
dz

L

dz 2=

The gradient descent update rules are as follows. You musgt tihe eight blanks in the
equations below. You'll notice that we have broken the suer adatapoints into two sums.
Define

Zone= {k such thatw, + wyx| < 1}

Assume we are using learning raje If you wish, you may use the variablg in your
answer, where@,, is understood to denotg — w; — wyxy.

ANSWER:

wl%wl—i—(%]x Z 5k)+(0>< Z 0)

keZone kgZone

w_2<—w_2+(217>< Z 5kxk)—|—(0x Z 0)

keZone kgZone

19



Consider the following three neural net architectures.té#ke one real-valued inputand

predict outputy which is constrained
functiong(z) = 1/(1 + e 7).

to be between 0 and 1 by a conventiogatat

%/@

Wy y = g(wq+ wyx)
W1

O as

Wo y = g(wgu)

(©

u1: g(W11+ W21X)
21

W22 @{

u,= g(Wqp+ WosX)

= 9wy hw,qu )

Which (if any) is capable of achieving a sum-squared-erifor o
less than 0.01 on the following four datapoints? Your answer
should either be “none” or else some subset4f B, C'}. AN-

(b)
SWER: 4, B, C

Which (if any) is capable of achieving a sum-squared-erifor o
less than 0.01 on the following four datapoints? Your answer
should either be “none” or else some subset4f B, C'}. AN-

(c)
SWER: C

Which (if any) is capable of achieving a sum-squared-erifor o
less than 0.01 on the following four datapoints? Your answer
should either be “none” or else some subsef4fB, C'}. AN-

(d)
SWER: NONE

Y (output) -->

o = >
o 1 2 3
x (input) —_———
A
!
1
— 1 -
Y
=
2
2
=
o
>
o = - T -
o 1 2 3
xX (input) —_—
A
1
L)
— 1 -
Y
=
24
2
=
2
>
O — * >
o 1 2 3

x (input) —_———
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10 Markov Decision Processes

(a) Suppose that Pat is going to use value iteration to findgienal policy for a very large
MDP. Pat notices that statg; has five actions, and three of the actions have the following
behavior.

P(NextState= Ss5| ThisState= S;7 A Action = a4)
P(NextState= Sy;|ThisState= S;; A Action =ay) = 0.3
P(NextState= S;3| ThisState= S;7 A Action = ay) = 0.7
P(NextState= Ss3| ThisState= S;7; A Action = a3)

Pat decides to ignore the possibility of choosing actigin stateS;;. It will not be con-
sidered during value iteration and it will not be consideasd possible choice in the final
policy. Is there any danger that Pat’'s decision will causet®aniss out on obtaining an
optimal policy?You must briefly explain your answer

ANSWER: Pat won'’t miss the optimum.

o If J*(s95) > J*(s33), thena, is better tharu,.
o If J*(s95) < J*(s33), thenas is better tharus.

o If J*(sy5) = J*(s33), thena,, ay, anda; have the same value.

Soin no case is it essential to use actign

21



(b) By thinking carefully, and perhaps hitting a few keys auycalculator, it should be possible
to deduce the optimal policy for the following MDP withouteting to run Value Iteration.
TISCouNT
FACTOR

You must write down the optimal policy below:

ANSWER:
n(S1) = ay
1(S2) = o
n(S3) = as
m(Sy) =
1(S5) = o
w(Ss) =

We get this answer by noticing thatis very close to 1, so we are most interested in the
long-term reward. The best spot to be in for the long ha,isbecause it has the highest
reward and once in it we never leave. All of the actions weieseh to take us towars;.
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11 Reinforcement Learning

Imagine an MDP with two states${ and.S;) and in whichS; has two actionsd; anda,) and.S,
has only one actioru{). Suppose the discount factorisand suppose you run Q-learning with a
Q-table initialized with all zero values and with learnirage.

(&) On the first transition, you start in steffe, apply action,, receive an immediate reward of
1 and then land in stat&,. What is the resulting value @) (S;, a;)? Give your answer as
an algebraic expression that may include one or both of thbsls~y anda.

ANSWER: «

(b) On the second transition, you apply actign receive an immediate reward of 0 and then
land in stateS;. What is the resulting value @6§(S;, a;)? (Give your answer as an algebraic
expression that may include one or both of the symbasada.)

ANSWER: Q = aQew + (1 — @)Qua = a(ya) + 0 = o’y

(c) On the third transition, you apply actien, receive an immediate reward of 1 and then land
in stateS,. What is the resulting value @)(S;, a»)? (Give your answer as an algebraic
expression that may include one or both of the symbasada.)

ANSWER: Q = aQunew + (1 — @)Qoia = a(1 + v(a?*y)) + 0 = a + o’y

(d) Suppose that you were using Certainty Equivalent leginWhat would be the estimated
values of.J*(S;) and.J*(S;) after having observed those first three transitions? (Goe y
answers as two algebraic expressions that may include thbdy;.)

ANSWER: Certainty equivalent learning would learn the following MBtructure from the
observations so far:

27 1
AbbreviateJ, = J*(S;) and.J, = J*(S,). From the MDP we get the recurrence:

.]1 = 1—|—’)/JQ
Jy = vJ;
which we can solve to find
1
Jl - 1+72.]1 = (]1: )
=7

Jy = ~J, =
2 T 12
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