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Abstract

This thesis studies the problem of balancinggroand performance in mobile computers,
specifically trading of power for performance by CPU speed-setting. The traditional
approach to pser-performance trade-tsf assumes that batteries and memory bandwidth
are ideal and focuses omlering the engyy per operation. This researchywewer, shavs

that non-ideal battery and performance lveramust be considered to properly balance
power and performance, and that computations per battery life is a better metriwéer po
performance trade-fsf than enagy per operation.

The thesis bgins with a description of non-ideal battery properties that dantgfaver-
performance trade-f&f and then presents models for those properties. The models delin-
eate rgions where batteries can be treated ideally and where their non-ideabbemnast

be considered. Furthermore, the modelsstiat peak paer rather thanwerage paer
determines thevailable battery capacityrhus, the first major result is that decreasing a
mobile computes actve paver will increase the battery life more than decreasing its idle
power, even if both reduce thevarage pwer by the same amount.

The thesis then shs that the memory system also has an impact on CPU speed-setting.
Because of limits in memory bandwidth, code performance will not scale with CPU speed
when there are a considerable number of accesses to main méh@sgcond major

result is to shw that, because of non-ideal memory performance and non-ideal battery
capacity the results of someperiments are nearly adtor of four less for a real system
than what wuld be &pected using the ideal assumptions: fhose gperiments, the com-
putations per dischge is &pected to increase by 230%utlinstead the measured results
shav a 37% decrease.

Consequentlya system-ikel approach to CPU speed-setting should account for the non-
idealities of both the memory and the battditye final major result is an outline of a real-
istic method for CPU speed-setting, one that accounts for non-ideal memory and battery
behaior by using performance-monitoringgisters and battery & quge” intgrated

circuits.
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Chapter 1

Intr oduction

“Energy is eternal delighit.
William Blale

The ongoing miniaturization of electronic components has fueled thwtgod the mobile
computing industry wer the last decade [9]. Hand-held and wearable computersvare no
available with computing performance comparable to desktop systems of onlyeades

ago. A major design constraint of the designers of mobile systems is the size and weight of
batteries [65]. The size and weight limitations are mainly dueddawetors. The first is

the relatvely slowv grownth of the specific engy and eneagy density of the battery technol-
ogies [9], which are within attor of 2-3 of their theoretical limits [15][52]. The second

is the increasing peer consumption of the hardwe [9]. Mobile system designersviea
typically approached the problem by attempting to reduce therpmnsumption for a

given level of performance or to increase the performance forendevel of paver con-
sumption, asxemplified by [9]. The result has been that a typical high-end notebook
computer had a battery life of less than 3 hours in both 1991 and 1999: 25 out of 27 note-
books in a 1991 xeew had battery lies of less than 3 hours [64], as did 25 out of 51 note-
books tested in a 1999view [57]. (45 out of 51 hadves of less than 4 hours.) Users of
portable systems find that there is not enoughggraailable for them to hae eternal

delight.

The goal of this wrk is to incorporate models of wer source behaor into existing sys-
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tem models in order to better understand the traidebetween peer and performance.
The motvating obseration is that the capacity of a battetlye amount of engy deliv-

ered before the battery must be reged; tends to decrease as thevgroof the battery

load increases. Currentlgesigners of mobile computers implicitly assume that the bat-
tery capacity is constant for all loads, i.e. that thegnéelvered by the battery does not
depend on the rate at which the gyes delvered, by using engy per operation toval-

uate paver-performance trade-fs. If battery capacity were tak into account, these
trade-ofs would sometimes be madefeifently This thesis introduces the idea that, once
the system response time is adequate, the number of computations performed in a dis-
chage g/cle is the major concern of users. The computations per digclsathe metric

by which paver-performance trade-tsf should be judged, as it captures important aspects

of both battery capacity and system performance.

The computations per disclgaris essentially the battesy¢apacity diided by the engyy
per operation for a gen computation. Whervaluating a proposed modificatiarfrom a
system perspeet, the three majoattors in the computations per disgeare system
power as a function of the modificatioBystem&wer(x) battery capacity as a function of
system pwer, BatteryCapacity(Systerofer(x)) and application performance as a func-
tion of the modificationPerformance(x) The relationship between thesetbrs and the
computations per disclge is gven by

BatteryCapacity(SystemPower (X))
SystemPower (x)

Computations per Discharge(x) = x Performance(x)

where the battery capacity isrgn in Watt-hours per dischge, the pwer in Watts, and
the performance in computations per hduren the units of
BatteryCapacity(SysterofRer(x))/Systen®®ver(x)is hours per dischge, which when

multiplied byPerformance(xpives units of computations per disalpar
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This dissertation will focus mainly on the battery capacity function, describingdioase

of operation where it is ideal and where it is non-idealidnog analytical models and
practical rules for mobile system designers. This dissertation will also discuss typical
assumptions about systemwsr and performance, and when these assumptions may be
invalid. The threedctors will be used to consider the problem of CPU speed-setting, first
shaving that prgious approaches i@ been simplistic, and then outlining the elements of

a more realistic approach.

CPU speed-setting has been chosen askra@e for the dissertation because assuming
ideal battery behaor results in a much ddérent solution than if battery behar is non-

ideal. All of the preious work on the problem has stated that it is “useless” to set the CPU
speed at less than its maximum freqyeihthe CPU wltage is not also reduced. This dis-
sertation will shav simple cases where setting the CPU speed is not uselessyith a

fixed wltage, because of non-ideal battery and performanceibeHanally, the disserta-
tion proposes a realistic pojidor CPU speed-setting, one thatdéaknto account both

non-ideal battery and performance beba
1.1 Scope of this@seach

This research spansveeal areas of interest to designers of mobile systems. Figure 1.1
shaws the hierarch of those areas. The areas\abthe shaded line are concerned with
power consumer A common feature of the preus work in these areas is the emphasis
on lowering average pwer. The areas belothe shaded line are related to goaver

souices.

The top leel of the consumers hierascks low power software, which includes reducing
power consumption by changing algorithms, reducing performance needs, and re-compil-
ing to use laver paver instructions. The bottomvel of the consumer hierargHow

power hardvare, includes prading nev mechanisms for peer saings to the higher e

els and implementing wel circuit structures or de&ces. Pwer management, the@icit
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Low Pawver Software

—

Power Managemer

Low Power Hardvare

Battery Models

Electrochemistry

Power Sources Power Consumers

Figure 1.1 Hieracchy of Areas of Related Wirk

scheduling of dédce accesses and shuidts to sae paver, may be implemented in hard-

ware, softvare, or some combination of theaw

The upper leel of the paver sources hierarghbattery modeling, deals mainly with
abstracting from the bewiar of batteries to predict their disclyartimes. Most battery
models hge been created to aid battery designers in optimizing cell parameterswéhe lo
level of the source hierarghs electrochemistryHere nev battery imilies are created,
increasing the engy per mass and emgr per wlume &ailable for mobile systems. The
research at thisvel also includes safety andvnonmental issuesyclability (the num-

ber of chage-dischage gcles a battery can withstand), and mactdrability

This dissertation bridges the boundary between sources and consumers, incorporating
knowledge of the source behar into the behaor of the consumers where appropriate.
This differs from the most of the prieus work in the area, which, with thexeeption of
battery monitoring hardare [4][24] and some recenbwk in setting operatingoltage

levels for CMOS intgrated circuits [10][58],diled to mak a connection between con-

sumers and sources.
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1.2 Organization

The dissertation takes a “bottom-up” approach, treating each of the factors of computa-
tions per discharge separately before dealing with them together. The organization of the

remainder of the dissertation is as follows:

Chapter 2 covers the related work in low power hardware and software and in battery

modeling.

Chapter 3 discusses theymr sources, including battery beta and models for simulat-
ing that behaior. The models are then used towsttbat peak paer rather thanwerage

power determines battery capacity

Chapter 4 gplores the performance andvper of a system as a function of its CPU clock
frequeng using an analyticabression called thevork ratio and presents the results of

continuous dischge &periments using aaviety of systems.

Chapter 5 presents a generalized form of tbekwatio, discusses useful system features
to support CPU speed-setting, and describes an operating systenfdietting the
CPU speed dynamically

Chapter 6 summarizes the contitions of the thesis and discussesraies for future
work in the area. The latter includesestigating the relationship between bounds on
computing pwer and pwer sources, creating a framerk for profiling application peer
usage, and incorporating models of battery behan other areas, such as autonomous

mobile robotics.
1.3 Reseach Contributions

The major contribtion of this research is to slidhat non-ideal battery and system

behaior must be considered when makingveeperformance trade-fsf in mobile com-
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puting. The specific contnithions to the areas ofMopowver and mobile computer system

design include the foll@ing:

* Rajions of ideal/non-ideal battery befar are delineated, alling system design-
ers to understand when measuring ongrage pwer is adequate, and when
dynamic paver must also be considered.

Typical bounds on the approximatéeet of battery capacity loss arevgmn.

Continuous dischge behsior is shavn to be a better estimate of the computations
completed during an intermittent discharthan gerage puoer.

Reducing idle pwer is found to hee less of an &ct than reducing aet paver
when the actie paver lies in the non-ideal range of battery babtia

It is the only system &l paver research to use battery disgeeperiments to
verify predictions.

The memory hierarghis shavn to be an important consideration when setting the
CPU speed.

A realistic poliy for dynamically setting the CPU speed is described.
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Related Work

“In making the handle of an axe

By cutting wood with an axe

The model is indeed near at hand.
--Lu Ji, as tanslated by Gary Snyder

The three areas most closely related to the topic of this thesisvgpedier software, lav
power hardvare, and battery modeling. Wgpower software and hardare lie in the upper
portion of the hierarchshavn in Chapter 1 (pger consumers), while battery modeling
lies in the lover portion (paver sources). The last section of the chapteeisowork that

spans the @p between the consumers and sources.
2.1 Low power software

The work in the area of lw powver software includes pwer-savings and @areness in
applications, compilation, and operating systems. The consensus is that the potential for
power saings in softvare is greater than the potential foviegs in hardwvare, lut that the
software saings are more diicult to achi@e [40]. Hence, what iss&ent in the folleving
sections is that moreark has been done in\gag paver at the laver levels of the soft-

ware, i.e. at the operating systems and compilativeide

The potential for algorithmic changes tosgaver is considered to be gg. The choice
of algorithm constrains the hardve and peer saings achiged in hardwre in two

ways: First, if one algorithm tak longer toxecute than anothethen the system will
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consume more engy because it is ave longer Second, if an algorithm blindly uses
resources, those resources cannot be put w@dwer idle modes. A tvial example of

this is a routine which polls adee rather than using interrupts. The relatedknat the
algorithmic level thus looks to reduce performance and resource requirements. At this
time, researchers are still trying taig an understanding of Wwaapplication software

affects pover consumption. dthat end, Flinn and Satyanarayanan describe a tool for pro-
filing the enegy usage of applications for mobile computing and correlating dynamic
power traces to procedure call traces [23], Ong aaua ahalyze the memory usage of

basic searching and sorting algorithms and the usadect on paver consumption [54],

and Waytack et al. discuss memory transformations welocommunications costs [73].

Most of the vork in low power software has been in the operating system (OS), specifi-
cally, utilizing pover management features of the underlying hardwThe OS is in a bet-
ter position to judge whether avilee should be put into awoponver mode than the dee
itself is, because it has a wief the werall state of the system. The OS is also in a better
position to judge than an application because it can balance the need=aif sgplica-
tions. Furthermore, if the OS mekthe pwer management decisions then the applica-
tions do not need to be modified. The Adeed Paver Management specification aille
the OS to managevwopower hardvare, especially in Microsoft iWdows [36]. Lorch and
Smith consider transition straies for a number of dérent subsystems, especially
within the constraints of the design philospmai MacOS [45]. Bleologo et al. consider
the overhead requirements of making a transition from ongepoanagement state to
another and introduce a stochastic model vatuating paver management policies [55].

Hardware aspects of peer management will be considered in Section 2.2.

Most of the vork in paver issues of the operating system has been concerned wigh po
management;ery little has considered per-performance trade-ts. The major paer
performance trade-blinder OS control to be treated yamusly is CPU speed-setting, a

topic central to this dissertation.
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The preious work in CPU speed-setting [59][72][74] mekthe folleving assumptions:

» Performance is proportional to clock frequehc
* Pawer is proportional tdC\V2, whereC is capacitance andis wltage.

Given these tw assumption, the primus work shavs that if the wvltageV is held constant
while the clock frequencis changed, then the eggrper operation is constant for all fre-
guencies. If there are other subsystems besides the CPU, then gyepenaperation
decreases as the frequegiicreases and the CPU should be ruraasds possible. There-
fore, according to the prmus work, reducing the CPU frequenwill not save enegy if

the wltage is held constant while the frequgrecchanged. &1 speed-setting to be useful,

the CPU must decrease thatage as well as the frequen@2]. If both are changed by a
factors, then the engy per operation will change by actor ofs. Thus running as

slowly as possible will minimize the ergr per operation. The pr@us work describes
policies for setting the speed based upon these assumptions [31][72]. Each of the policies
looks at windavs of time in the range of 10 ms to 100 ms, and in each winddme

tries to run as slly as possible, i.e. to reduce the idle time to zero. If the speed is set too
slow to complete all the ark for the current winde, then the speed is increased to com-
plete that wark in the n&t window of time. In this vay, lateng can only increase by the
window size. The major diérences between the policies is in the prediction of thr& w

for the net window of time. The common feature of all the policies is that the idle time is
the only \ariable thg consider when determining the CPU speed, whigieces seeral

practical aspects of the problem, as this dissertation wiv.sho

Weiser et al. introduce geral policies for setting CPU speed [72]. The major problem for
them is predicting the amount obvk to be completed in the xtevindow. Any work left
over from the current windw because of running too sity has to be completed in the
next window, thus maintaining the response time as seen by theRugarning too shaly

is found to increase the eggrconsumption because of ttester speed required in the
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next window to complete apleftover g/cles. Weiser et al. uses traceaggn simulation to
judge the quality of the predictions foweeal policies, sheing sarings of up to 70% for

CPU enegy consumption. The set of traceasicollected from engineeringovkstations.

Several other groups ka since dered impraements to the policies of éser et al.

Govil et al. use the same traces and assumptioneaek/\ét al. to presentvaal nev
policies for making more accurate predictions abouviae{i31]. Improvements on the
results of Véiser et al. are on the order of 10% of CPU gyneobnsumption. &0 et al.

prove the minimum schedule is to run asndioas possible gen that the engy per oper-
ation \aries as? [74]. They do not consider the general case where there s trder
terms in the function for engy per operation. Pering and Brodersgargine speed-set-
ting policies in from a real-time perspeei[59]. Their scheduling approach is not signifi-
cantly diferent than Wisers. Their main contrilition is to look at a set of sofare that

they consider to be more typical of the mobilerieonment than \®isers traces were.

The final area of @ power software is compilation for reduced\wer consumption.

Tiwari et al. @amine instruction-kel paver consumption for both the Intel x86 architec-
ture and a Fujitsu RISC architecture [68][69]. Thevpoconsumption for each instruction

is measured, as are the iatestruction and data contubons. The compiler is modified

to take into account the peer consumption as well as the timing cost of each instruction.
The major engy sariings come from reducing the time to complete a computation, not
from using laver paver instructions. The peak wer for their test cases typically
increases, Uit the gcle count for the programs is reduced by a mugelaamount, so that

the overall enegy consumption is reduced.
2.2 Low power hardware

While a great deal of @rk has been done inopower software, by &r the lagest amount

of low power research has been in the haadwarea.
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The paver management sofawe described in the pfieus section requires hardve sup-
port. Examples of hardave pever management are detailed in [8], [11], [29], and [47].
Bhattacharya ges an wervien of pover management techniques to educate designers
using Intels 386SL processor [8]. Child dva parallels betweenwpower techniques
used by hand calculator maaaturers in the 1978’and those used by the notebook com-
puter malkrs of the 199@'[11]. Glass gies an rcellent subsystem-by-subsystexren

view of paver management techniques [29]. Martinyides a case study in reducing

power consumption via a systemati@&iation of the subsystems [47].

The lov-power hardvare area most closely related to this thesis is the design and imple-
mentation of ariable-wltage CPWS. Kuroda et al. describe their implementation of a
variable-wltage RISC processor [42]. TThanplemented thealtage modification by rep-
licating the critical path of the CPU and addingesal cate delays to it. When the speed
and wltage change, this replicated path is clegdior filure. When lavering the wltage,

the replicated critical patlails before the real critical path because of the additicatal g
delays. When the replicated circuail§, the wltage is raised a step to neasure both crit-
ical paths wrk. When raising theoltage and frequeggcas soon as the replicated circuit
begins working the wltage is no longer increased. The interesting point of the implemen-
tation from the vierpoint of this thesis is that the plot of the CBlgtwer consumption
versus frequeng shavn in Figure 2.1, has a lg& y-intercept, about 10% of the total

power at the CP$ highest speed. As will be stio later in this thesis, kiang a lage y-
intercept significantly limits the total\@ags a speed-setting pofican achiee and deter-

mines which policies will be #&dctive for the system.

Another area of M powver hardvare is rgersible and adiabatic computing. Theories of
reversible computing are tangential to this thesis,dve noted here because of the possi-
ble implications that fundamental limits on computing mayehfar paver-performance
trade-ofs. Bennett and Landauemgaie that there is no fundamentakér limit on the

amount of engyy needed to create information [5][6]. Deygirg information does
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Figure 2.1 Pwer versus frequency br variable-voltage CPU
(after [42])

require enagy, howvever. One of the notgorthy points of Bennets aguments is that in
order to create information without consuming ggethe computation must proceed
arbitrarily slavly. He cites the need for a “dimng force” to mak the computation proceed
in the correct direction. The harder the computation i&edr(e.g. thedster it is gecuted)
the more engy it must consume. Thus there may be a fundamental trbtetafeen per-
formance and peer. Several other vorks look at the fundamental limits on computation
[22][38][39][50] and implementations ofwersible computing circuits and CFRUWIsing
adiabatic techniques [3][41][75]. None of thenk in fundamental limits of computing
have considered limits in the human-computer irteefsuch as the minimumwper for a
sound to be heard or a display to be seenyarsight if those limits are to be applied to

mobile computing.
2.3 Battery models

There are tw main classes of battery models, constant load and intermittent load. All of
the intermittent load models can handle constant loads, and so only the earliest constant
load model will be presented. The models report either the battdrgfe capacity or its
enegy capacity(The chage capacity is the amount of charthe battery delers in a dis-
chage g/cle, while the enggy capacity is the amount of eggrdelvered [43]. Both are

more fully described in Chapter 3.)
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2.3.1 Constant load model

Peulert determined the nonlinearity of batteries for constant loads in the lates. 1800’
Peulert’s formula for the chge capacityQ of a battery i€Q = k/I% wherek is a constant
determined by the materials andypital design of the battery ahds the load current
For an ideal batteryx = 0, i.e. the capacity is constant lfior real batteriexy ranges
between 0.2 and 0.7 for most loads, and kiks determined by the chemicalnfiily and
physical design of the battery [43].\&n this relationship between charcapacity and
load current, the relation between disgeatime and load peer isT = k'/PA+®), whereT

is the dischage time k’ is a constant, arfd is the load paer. Peulert’s formula may not
hold for intermittent loads. The conditions under which Retiskformula may be used for

intermittent loads is described in Chapter 3.
2.3.2 \ariable load models

Four variable-load models were considered:

Kinetic Battery Model (KiBaM) [46]

SPICE model [33]

Battery Engagy Storage @&st (BEST) model [35]

Doyle’s lon-level electrochemical model of lithium-ion (Li-ion) cells [15][16]

The majority of the ariable load models kia been created for either lead-acid storage
battery &cilities or for lav-level cell design. Wh the exception of the SPICE model, none
had been created for use by mobile system designers. And the SPICE m®dek\ere-

ated for Li-ion cells.

Doyle’s model will be the only one used to study intermittent operation in this disserta-
tion. However, the others will be described briefly asytlveuld form the grounderk of a

“black box” model in the future.df determining whether or not battery properties can
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affect paver-performance trade-fsf, Doyle’s model inspired more confidenceying

been correlated to axiety of Li-ion cell fimilies from seeral battery manafturers and
having been used by one of them iplore cell design parameters [18] and anotheete v
ify a method for determining capacitgnrsus dischge rate [19]. In comparison, KiBaM,
the SPICE model, and the BEST model seemed ad hoc and possibly wrthysegpe-

cially since thg had not been intended to be used with Li-ion cells.

The only dravback of Dgle’s model is the Ige number of parameters needed, the major-

ity of which are trade secrets and cannot be measured by th&ardee purposes of this
thesis, KiBaM, the SPICE model, and the BEST modet ledements that may be the

basis of a phenomenological model more suitable to the needs of mobile system designers

than Dgle’s lov-level model. Consequentlg description of each is included here.
2.3.3 Kinetic Battery Model (KiBaM)

The Kinetic Battery Model, KiBaM, as intended for use with & lead-acid storage bat-
teries [46]. It models the battery asotwells of chage, as shon in Figure 2.2. Thevail-
able-chage well supplies electrons directly to the load; the boundgehaell supplies
electrons only to thevailable-chage well. The rate of chge flov between the tarwells

is set byk’ and the difierence in the heights of thedwvells,h; andh,. The state of chge

of the battery i$, i.e., wherh, is unity the battery is fully chged and when it is zero the

battery is fully dischayed. The internal resistance of the battery is representeg by R

KiBaM needs a number of additions to be useful for the types of batteries used in mobile
computing. IBr example, it used a simple linear relation between the state afecbfithe
battery and the battes/open-circuit gltage, which is stitient for lead-acid batteries

with their flat dischage profiles. ® adequately model matiamilies of Li-ion batteries,

with their sloped dischge profiles, KiBaM needs a more comyptelation between the

state of chage and open-circuitoltage.
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Figure 2.2 The Kinetic Battery Model, KiBaM, models a battery as
two wells of chage, available and bound. After [46].

But KiBaM is useful for an intuitle sense of whthe recwoery efect can occurRecwery
is explained in Section 3.2.) Suppose a load is attachetianaige. The wailable-chage
well will quickly be reduced, and the flifence irh, andh, will be lage. Nav the load

is remwed. Chage flovs from the bound-chge well to the @ailable-chage well untilhy
andh, are equal. The battes/bpen-circuit sltage increases, and more deis &ailable
to the load than wuld hare been if it had been connected continuously aptivent to

zero.
2.3.4 SPICE model

The SPICE model simulates alkaline, mkkadmium (NiCd), and lead-acid batteries

[33]. The elements of the model arewhan Figure 2.3. The outpubltage of the battery

is determined by a table lookup of the battetate of chge. The state of chge is
determined by the chge remaining on the capacit@r Capacityand the current dis-

chage rate. The elemeni® andC; model the delay of the battery in responding to a
changing load. Because the SPICE model did not include Li-ion parameters and because
some of its elements (notaliy andC,) seemed ad hoc andfitlilt to determine, it &s
deemed untrusterthy for exploring intermittent operation. But EkKiBaM, it could serg

as the basis for a model in the future with some modification.
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Figure 2.3 Elements of the SPICE model

2.3.5 Battery Enegy Storage Est (BEST) model

The Battery Engyy Storage &st (BEST) model, li& KiBaM, is intended for use with
large lead-acid storage batteries. BEST is based upon thesaifrthe wltage \ersus cur-
rent at diferent levels of depth of dischge shavn in Figure 2.4. BEST assumes these

curwves are parallel, which may be true of lead-acid batteries with theivedydtat \olt-

w \-\_“ \

® \

g \ a/Q() = alue 1

S \ 9/Q(l) = value 2
a/Q(l) = value 3

Current (1)

Figure 2.4 \bltage \ersus current at different depths of dischage,
after [35]
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age dischaye cunes and when the cufofoltage is a function of the disclgarrate. But in
general, these cueg are not parallel [44] and the BEST model vaill. But one interest-
ing features of the BEST model is that it represents a normalized depth of giisabar
function of both the amount of clygr delvered and the rate of the disahey

X(a, 1) = a/Q + ql/Qqlg
whereX is the normalized depth of discharq is the amount of chge delvered, is the
rate of the dischae, Qg is the limiting chage capacity atery low rates, andl deter-
mines the loss of capacity with increasing load. Hence the state géadwepends not only
on hav much chage has been debred lut also on ha quickly it is being deliered.
Another interesting feature is that fariable loads the dynamic response of thicage
increases as the depth of disgeapproaches unjtgpproximating the apparent increase
in internal resistance near the end of disgbalisplayed by mamntypes of batteries. Both
of these features could perhaps be combined with the table-lookup representation of v
age from the SPICE model to create a model which could handle batteries withdige v

profiles and those with slopedltage profiles.
2.3.6 Doyles model

Doyle’s model is a first-principles electrochemical model, @niiie ones abe. The
model uses concentrated solution theory [52], andes@vset of six equations describing
the current, mass transport, reactant concentrations, and potentials using finegaabf
methods [16]. (Br a brief r@iew of battery properties modeled by Y&, see Appendix
C.) Similar models hae been created for NiCd [13] and alkaline batteries [61}I&®

model is intended to aid battery designers, not battery users.
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2.4 Crossing the boundary between battery and hamdare/software

This chapter has described the relatedkwn lonv power software, lav powver hardvare,

and battery modeling. Before closing, it should be noted that none obtkedescribed
above crosses the boundary between the battery and theasattardware, which is the
central topic of this thesis. The earliedbgk to cross the boundary were probably by the
manugcturers of battery ‘@gs-qauge” intgrated circuits [4]. These limited themsedvto
providing information to notebook computers about the ghaemaining in the batteries,
and only lately hee added features to predict the time remaining atengate of dis-
chage. The earliest ken work to emphasize the importance at looking at computations
per dischage rather than engy per operation and to mala tie between loss of battery
capacity and peer-performance trade-f$f was the published form of the proposal for this
thesis [48]. Pedrars’group has lggin to look at loss of battery capacity and VLSI design
[10][58]. There are three major flifences between theironk and the wrk described in
this thesis. First, themake assumptions similar to those oéMér et al. about the system
power being proportional tiCV2 in order to find the optimaloltage for a CMOS IC. Sec-
ond, the use linear and quadratic approximations of battery capacity that are apparently
not based onxperimental data. Finallyhey do not consider possible intermittent battery
phenomena. In the area of mobile computer agting, Zorzi and Rao look at the eggr
consumption of wireless communication protocols and point out that the loss of battery
capacity could hae an impact on the protocols [76]. Mever, they propose a Mav

model that does not include the battefeets, lut leave it for future vork to include states

to account for the loss of battery capacltjus thg have recognized that the battery prop-

erties must be consideredtthave not considered them in their current approach.
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Chapter 3

Battery behavior and modeling

In principle, yes; in pactice no.
Russian saying

This chapter describes the beioa of batteries and simulation results generated by
Doyle’s first-principles battery model. The first part of the chapter deals with the charac-
teristics of an ideal battery andvinéhese characteristics are used in sizing batteries and
estimating dischge times. Then the chapter discusses typical non-ideal characteristics
and gves a description of thegm®ns of operation where th@ccur Assumptions about
batteries to be used throughout the dissertation are them Jihe second part of the
chapter cwers results from Dde’s battery model, skang likely areas forxgloiting bat-

tery behaior in mobile computing.
3.1 Ideal battery properties and dischage time estimates

The two most important properties of batteries from thevp@nt of someone using them
are \oltage and capacityn ideal battery has a constaottage throughout a disclug,
which drops instantaneously to zero when the battery is fully dgettaand has constant

capacity no matter what the rate of the load, awsho Figure 3.1.

For sizing batteries, the battergltage should be in the allable range of the peer sup-
ply of the deice in question. The batterplage is considered to be the ratettage of
the batterye.g. 1.2V per cell for niek-cadmium (NiCd) and nieét-metal lydride
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Figure 3.1 Characteristics of an ideal battery:
Constant wltage and constant capacity

(NiIMH) batteries and 3.6V per cell for most lithium-ion (Li-ion) batteries. Thegehar
capacity of the battery is typicallyvgn in terms of Amp-hours or milliAmp-hours and is
called the batterg’“C” rating. The C rating is used in the battery industry to normalize the
load current to the battesytapacity [33][43]. &r example, a load current of 1C for a bat-
tery with a C rating of 500 mA-hours is 500 mA, while a load current of 1C for a battery
with a C rating of 12000 mA-hoursould be 1000 mA. A load current of 0.1C is 50 mA for
the former and 100 mA for the lattdihe adantage of C ratings is that it als battery
manugcturers to present one graph of disgearunes for batteries of similar construc-
tion but different capacities. The C rating is specified as the capacity feem tyyine of

dischage.

Two methods are used to estimate disghdime, depending on the type of load. If the
load is a constant current load, then the digghimeT is estimated to be the clgar
capacityC divided by the load curremtor T = C/I. If the load is a constant wer load,
then the dischge timeT is estimated to be the batteyyated wltageV multiplied by the
chage capacityC, divided by the werage pwer P of the load, oil = (CxV)/P. The rated
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voltage multiplied by the chge capacity is the battesyhominal engy capacitytypi-
cally given in Watt-hours (1 Wh = 3600 J). As Section 3.5 willwhthese methods will

overestimate the battery life if the load has gdgpeak alue.
3.2 Non-ideal battery pioperties

While ideally a battery has constamitage and capacityn practice both ary widely
Figure 3.2a shas the battery @ltage as a function of disclygrtime for tvo different
loads. The load on the battery for disgfeacune 1 is smaller than load for dischar
curve 2. Because of resistance and other lossespttage throughout the disclogris
lower for cune 2 than cure 1. The wvltage for each load also dropgeothe course of the

dischage due to changes in the aetmaterials and reactant concentrations [43].

The capacity alsoaries with the &lue of the load. The twmajor vays in which it aries

are loss of capacity with increasing load, and &cetalled receery where an intermit-

tent load may hae a lager capacity than a continuous load. Figure 3.2kwshbe loss of
capacity with increasing load current for a typical NiCd battery [43]. The capacity
decreases by about 40%e0 a range of dischge times of 10 hours (0.1C discbarrate)

to 0.1 hours (10C dischge rate). As stated prieusly, the C rating is specified as the

capacity for a gien time of dischare. The capacity in Figure 3.2lmas/measured at the 2

hour rate, since 100% capacity occurs at 0.5C. If the capacity had been measured at the 10

hour rate, 100% wuld hare occurred at 0.1C.

The second non-ideal capacity propgrécovery, is shovn in Figure 3.2c [43]. A reduc-
tion of the load for periods of time results in an increase in battery capduwtyltage

rises while the load is reduced, and therall time of dischaye increases. This phenome-
non occurs because, during the time when load is reduced, reactants in the batsery dif
to the reaction location, allong more of them to be used during the life of the battery
The dgree to which the battery rears depends on the diseha rate and the length of

time the load is reduced, as well as the details of the battery construction.
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Figure 3.2 Non-ideal battery poperties: (a) wltage change, (b)
loss of capacityand (c) recovery (after [43])

It is widely knavn that the batteryoltage \aries during dischge. For example, paver
supplies are usually ratedger a range of inputoltages. When a peer supply is used

with a batteryit is necessary to ensure that the range of the ssppput wltage includes

the range of the batterpltage during dischge. Since thealtage \ariation is widely

known, this dissertation will not focus on it. The non-ideal capacity properties, on the
other hand, are not widely kwa, and so will be one of the main subjects of the remainder
of this work. Gven hav a batterys dischage time is estimated using idealwes of wvlt-

age and capacityhe loss of capacity can lead to aem@stimate of the dischge time for
large loads. While using a chart such as Figure 3.2twsléacounting for the loss of

capacity for loads that are constant and continuously on, in general loadsi@ée\and
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Figure 3.3 Battery capacity @rsus load pever over wide range of
loads. (Note that walues gven are typical of Li-ion cells kut will
vary depending upon the details of the battery construction.)

intermittent. If rec@ery occurs, then the duration of thé tihes of the load must be con-
sidered in addition to the duration of its on times andatgseswhile on. Models that
account for both capacity loss and nemy are needed to properly simulate the loads
encountered in mobile computing. But befoxamining results from Dde’s model for

non-ideal battery bekor, it is beneficial to describe some generglals of operation.
3.3 Regions of operation

Figure 3.3 shws the battery capacityevsus the loadver a broad range of loads. Adry

low rates, where the disclgg time is measured in weeks (months or years for some types
of batteries), the capacity is reduced because of self-digchagchanisms. @v the

broad middle range of load wer, the capacity is constant. At high rates, the capacity
begins to decrease because of the loss of capaciyrsimoFigure 3.2bTable 3.1 lists the

four regions of operation, each requiring afelient model of battery betar, covering

these ranges of loadper. The rgions shwn in Table 3.1 ceer most of the cases of
interest for mobile computing. Note that thEdues gien are generalizations, tovgithe
reader an understanding of the order of magnitude of the characteristicgathalkeies

will depend on the battery'actve materials and the details its construction
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Table 3.1: Regions of operation and coasponding battery models

Type of load Model
|. Average and peak load << self-disgerate Constant life
ll. Self-dischage ratellaverage/peak load < 0.1C Constant engly

[ll. Constant or ariable load with f > 1 Hz v&. & peak > 0.1C Constant load

IV. Variable load, frequegc< 1 Hz Variable load

[17][26][43][53]. Figure 3.4 shws typical capacity ersus pwer cunes for a number of
battery fimilies, shwing the wide ariation due to the choice of acimaterials. The
capacity ersus pwer will also \ary for two cells with the same aeéi materials bt differ-
ent construction, as illustrated by Figure 3.5 [43]. One cell has been optimized-fatd¢o

dischages, while the other has been optimized for high-rate digekarhus thexact

250

200

150F

100

Enegy capacityWh/kg

50

1 1 1
0.01 0.1 1.0 10 100 1000
Pawver, W/kg

Figure 3.4 Capacity ersus paver for several battery systems. A: Li/MnO,
2/3A cell; B: Zn/alkaline/MnO, AA cell; C: Li-MnO , AA cell; D: Ni-Cd
AA cell; E: Zn/alkaline/MnO , AA cell; F: Li-ion AA cell; G: NIMH AA

cell. A and B are primary cells, C-G are secondary cells. Dashed lines
show time of discharge for reference. (After [43].)
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values of the rgions in Bble 3.1 will depend on the particular battery in question. The
general alues gven in Table 3.1 are those of a “typical” Li-ion cell, the battery of choice

for most of the mobile computing matikat present, as will bexgained in Section 3.4.

In region | of Table 3.1, the loadalue is much less than the self-disgfearate of the bat-
tery. All batteries hae self-dischage mechanisms by which the battery losesgdharile

no load is connected to it. The self-disgjearate of a battery depends mainly on the bat-
tery’s chemistryand partially on the details of its constructioor Rickel cadmium batter-
ies, the self-dischge rate is approximately 20-30% of capacity per month. In contrast,
self-dischage rates for lithium atch batteries are muchaer, allowing them to be stored
for years with only a 10-20% loss of capacityhen the load is much less than this self-
dischage rate, then the self discharrate dominates and the battery can bsedeas he

ing a constant life. This ggon is included for completenesstlis not encountered often in
practice. When the load is much less than the self-digehate, it is usually best to find a

battery with a much leer self-dischage rate if possible.

In region Il, the load is of the same order of magnitude gelathan the self-dischge
rate, lut less than approximately 0.1C. Then the battery can bedias being ideal, with

a constant engy capacity Most paver-performance trade-ftsf are made using this

Low-rate (high-capacity) cell

High-rate cell

Capacity =——

Discharge current ———

Figure 3.5 Capacity ersus paver depends on cell design parameters,
even if active materials ale the same. (After [43].)
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assumption,\&n in systems where the load is much greater than 0.1C. Since the battery
has constant engy, then the dischge time is the engy capacity diided by the @eerage

power of the load.

Region Il will be one of the concerns of this dissertation. If the lagddevis greater than

0.1C, and the load is either constant anable with a frequerycgreater than approxi-

mately 1 Hz, then the load can bewssl as being constant and the battery capacity as
being dependent on the load. (Because of the time constaoiigenhin the battery reac-

tions, load frequencies greater than approximately 1 Hz are essentially filtered out and can
be replaced by theivarage alue [33].) One model for thisgen is Peukrt’s model, dis-

cussed in Section 2.3.1.

This dissertation will also focus ongien IV, where the load is greater than 0.1C and

slowly varying, at a frequeryoof less than 1 Hz. Aariable-load model must be used for
these types of loads. ®&al models for ariable load operatiorxist. One of the goals of

this work is to find one appropriate for the types of loads and batteries seen in mobile sys-

tems. Seeral possible models were presented in Section 2.3.

The details of the underlying mechanisms of thegmns \ary with battery &mily, but in
general the mechanisms are related to the rate at which reactiemdated in the battery

and the rate at which reactantsvado or from the reaction boundaries. Self-disgbar

rates are geerned by “side” reactions, unintended reactions between materials in the cell.
The loss of capacity for disclug rates abaee 0.1C is due partly to internal resistance and
partly to the diference between the rate at which the current producing reactem tak
place and the rate at which reactantbud# to the reaction site. When the concentrations
at the reaction site drop belaritical values, the celloltage decreases abruptly and the

cell cannot be used further without damagingat. Variable loads, the reaction boundary

appears electrically to be a capacitance set up by thgeshaf the ions, which acts as a
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low pass filterConsequentjythe aerage alue of a high frequegdntermittent load can
be used to predict the dischartime. More detailed information on the electrochemical

mechanisms wolved can be found in Appendix C.

3.4 Battery-related Assumptions to Be Used Tlmughout the Disserta-

tion

Throughout this wrk there are seral assumptions about the type of load and the type of
battery This section describes the types of loads and types of batteries that are typical of
mobile computing, and then specifies the load and battery typesyeniito the remain-

der of this dissertation.
3.4.1 Type of load

There are three major types of loads presented to batteries: Constant resistance, constant
current, and constant wer [43]. (“Constant” here refers towdhe load behas when it

is of a gven \alue, not to its being avg@n \alue continuously An example of a constant
resistance load is a flashlight. A constant current laagdvbe one that uses a lineaity
age rgulator Finally, a constant peer load is one that uses a switchingvpo supply
whose diciengy is nearly constantver the range of batteryitage during dischge. The
current, wltage, and pwer during each of these types of disgeais shwn in Figure 3.6,
with each type of dischge haing equal pwer at the bginning of dischage. Because the
voltage decreases as the battery diggdmreach type of disclggr has dierent current

and pover profiles during the dischge. The chaye capacity delered with each type of
load is roughly the same, so the constant resistance load véltimalongest dischge

time as its werage current is West, and the constantyeer load will hae the shortest
dischage time as its\aerage current is highest. It is necessary to specify which type of
load was used to calculate the capacity rating of a batfgpycally, battery manuwcturers

determine the chge capacity of their cells using a constant current load. Thgyener
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capacity is then estimated by multiplying the nomirdtage by the chge capacity
More importantly for this dissertation, most mobile systems use switchingr soipplies,
and so are constantyer loads. Therefore, when the equations and simulations in the

remainder of this wrk assume a constant load, it will be a constawepdoad.
3.4.2 Type of battery

This dissertation will concentrate on reajeable Li-ions, the battery of choice for
present-day mobile computersvd other batterydmilies, NiCd and NiMH, are als@xy
common in the mobile magk, ut Li-ion is becoming more common due to its superior
specific enagy and enagy density Concerns about safety andfidifilty of chaging have

been Li-ions major dravbacks. These werevercome as the technology matured.y5on
introduced the first Li-ion phone cell in 1990, andesal other companies Y& baun to

offer Li-ion products as well. Barring a breakthrough, Li-ion will remain thegp@ource

of medium to high-end mobile products for thetrdecade. Onlyery price sensite
products and those requiring high disgearates (dischge time less than 1 hour) will use
NiCd or NiMH. Mary of the non-ideal properties discussed in this chapter are true for all
three iimilies. When a statement is made that depends on a property that is true only of Li-

ion, it will be noted.
3.5 Results with Doyles variable load model

The typical load of a mobile computer system is not constanvabiable. A model is
needed, then, to estimate the disgbarme with ariable loads. A ariable-load model

will ideally possess the folaing characteristics:

» Relatvely accurate capacity information (i.e. izeeal loads are simulated, then the
model should correctly predict the relatidifference in dischge times, een if the
actual diferences are inaccurate.)

» Applicable to a ariety of battery types
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* Intuitive parameters and betar
» Ease of correlation to actual cells

Of these four criteria, the first is the most important for this dissertation. The last three will
become more important when battery models are more widely used in mobile system
design. Consequentlgf the four ariable-load models discussed in Chapter 2, this disser-
tation will focus on Dgle’s model. Dgle’s model inspired the most confidence due to its
having been created solely for Li-ion cells and due to its use in indd$teyothers had

not been created for use with Li-ion cells and hence results with tbefd heve required

lengthy correlation with actual cells before their predictions coulcgtlzeen trusted.

Doyle’s model vas used to study thefe€t of intermittent dischges on the capacity and
demonstrates that peakvper predicts battery capacity better thasrage pwer. Figure

3.7 shavs the model results for battery capacikysus gerage pwer for continuous dis-
chages wer a range of loads, and for intermittent disgkarat duty ycles of 25, 50, and

75% and threealues of peak per. The intermittent dischges were squareawes with

an of power of 0 W/kg. The tw major features of the results are that the capacity
decreases as the loadyaw increases for continuous loads, and that there is a range where
the peak paer of an intermittent load rather than tiverage pwer is a stronger indicator

of the batterys capacityFor example, the 300 W/kg continuous load results in a battery
capacity of 90 Wh/kg (point A in the figure) and the 75 W/kg continuous load results in a
battery capacity of 140 Wh/kg (point B), while the intermittent load with a peatrpaf

300 W/kg and dutyyxle of 25% (i.e. anverage pwer of 75 W/kg, point C) results in a
capacity of approximately 100 Wh/kg. Thus using terage pwer of this intermittent

load would over-estimate the battery capacity by about 40% (i.e., pomtlBO Wh/kg

would be &pected), while using the peakvper would undefestimate it by only about

10% (i.e., point A 90 Wh/kg wuld be &pected). d put these results in more common
terms, the 75 W/kg continuous load Buwld hare a battery life of about 1.9 hours, while

the intermittent load C, with the sameseage pwer, 75 W/kg, would have a battery life



Chapter 3: Battery behavior and modeling 31

160

140

0] (@]
<100,25>  <100,50> <100,75>

120~ x X
<200,25> <200,50>

X
<200,75>

Ca

100 A

<300,25> <300,50> A

<300,75> A

Capacity, Wh/kg
o)
o
T

: continuous
60 <peak power, duty cycle>

40

0 I I I I I I
0 50 100 150 200 250 300

Average power, W/kg

Figure 3.7 Doyles Li-ion model results br capacity versus
average paver, shaving difference between continuous
and intermittent loads of same &erage \alue

of about 1.3 hours. Only when the peakvpois belov about 50 W/kg (about a 3 hour dis-
chage when continuously on)auld the peak andvarage pwer gve about the same esti-

mate of battery life.

While the amount of capacity lost with increasing load vahywfrom batterydmily to
battery aimily, the general trend will be true acroamilies. D verify that the trends were
not simply a property of the model, intermittent disgeaxperiments were performed
using a commerciallyvailable Li-ion batterythe Sog LIP-2000, with a chemistry simi-
lar to the one of the model [25]. The same general trends were visibleyasistiagure

3.8. While it is dificult to male one-to-one comparisons between the figures because
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the model accounted for only the aetmaterials of the battery (hence the reason for the
model results beinggen in W/kg and Wh/kg, rather than simply W and Wh), the loss of
capacity for continuous loads and capacity limited by pealepoan be obseed in both

figures. lr example, the capacity dekred by a continuous load of about 10.5 W is about

12 T T T T T

10 x: 10W peak .
0: 4W peak
+: continuous

Capacity, Wh
(o]
T

0 | | | | |
0 2 4 6 8 10 12
Average power, W

Figure 3.8 Measued Li-ion battery results br capacity
versus aerage paver with Sony LIP-2000 batteries,
shawing difference between continuous and intermittent
loads of same @erage \alue

6 Wh (point D) and the capacity dedred by a continuous load of about 2.5 W is about 8
Wh (point E), lnit the capacity of an intermittent load with a peak of 10.5W andeaage
value of approximately 2.5 W is about 6 Wh (point F). So if one had estimated the battery
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life for the intermittent load of point F using only iteesage pwer, the estimate auld
have be wrong by about 25%yen if the loss of capacity at thatesmiage pwer were

accounted for

To further test the &ct of the receery phenomena, the intermittent load simulations
described abee were run with \aveforms of diferent periods. Figure 3.9 skis the simu-
lation results for periods of 10 seconds and 1000 seconds. §bstldiference between
the two is about 10%, much less than the loss of capdtttye difference were due to
recovery, one wuld expect the load with the 1000s period tovda greater capacjtgiue

to its longer dftime. The results shothat the opposite is true: The load with the shorter

period has greater capacifyjhe reason for this is that the 1000 second period has a longer
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Figure 3.9 Doyles Li-ion model results shaving differences
in capacity for intermittent loads with periods of 10s and
1000s. Loss of capacity is a bigger effect thaecovery.
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on-time, which allavs concentration gradients to become more pronounced, resulting in
larger wltage drops due to concentratioregpotential. (See Appendix C for axpéana-
tion of concentration\@rpotential.) The Iger wltage drops in turn cause the battery to

reach its cutdfvoltage earlier

The characteristics displayed in Figure 3.7, Figure 3.8, and Figure 3.9 mean that minimiz-
ing enegy per operation may not maximize computations per battery dfeed@ample,

suppose a mobile system has a dynamwegp@rofile that is yclic, having periods of

activity with a high peak pwer followed by idle periods of i@ power. If one has a choice
between a 20% reduction in the eneper gcle by reducing the idle peer and a 20%
reduction in the engy per gcle by reducing the aot paver, the aerage pwer is

reduced by 20% in both cases. If the battery capacity were constant as is commonly
assumed, oneauld expect that the battery lifeould increase by attor of 1/(1-20%) =

1.25 for both cases. But because the capacity is determined by the wegklpobattery

life will be increased more by reducing the aetpaver than by reducing idle per. Not

only will the average pwer be reducedut the capacity\ailable will be increased.

Hence, once all the subsystems that can be put into idle mode are put into idle mode, one
should focus on reducing thewer during the acte time rather than focus on reducing

the paver during the idle time.

A second rample is if one has a choice between reducing theeaintne and the aci
power by somedctor Both will result in the same decrease in therage pwer. But
again, reducing the aeke paver will result in a bigger increase in battery life. This means

that the focus should be on reducing peakgyaather than reducing dutyate.

For a more concretexample of each method of reducingeeage pwrer, consider the
dynamic paver profile as shen in Figure 3.10. Thevarage pwer, P, is equal to
(Pactive® tactive T Pidle X tid|e)/tcyc|e To reduce theeerage pwer P, the actve paver

can be reduced (A), the idleyer can be reduced (B), or the aetduty gcle can be
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Figure 3.10 Dynamic pwer profile example. Modifications A, B, and
C reduce the &erage paver.

reduced (C). dble 3.2 shas the results from Bde’s model for the aveform of Figure
3.10. The vaveform was simulated for three fi#rent \alues of initial aerage pwer, and

the desired reduction irverage pwer for each caseas 20%. Aspected, reducing

active paver (A) results in the greatest increase in battery life when the peak

large. Reducing idle peer (B) alvays results in the least increase in battery life. Reducing
the duty gcle (C) alvays does better than reducing the idle/@oand does as well as
reducing peak pmer only for the lavest \alue of peak pwer. This can bexglained for

the similar reasons as the loads with 10 second periods in FiguresiB\§ &adager capac-

ity than the loads with 1000 second periods: Reducing the dcliy means that there is
less time for the concentration gradients to become pronounced, and consequently the
concentration eerpotential. But when the peakvper is lager, reducing the dutyycle

does not increase the battery life by as much as reducing e pater.

The column labeled “% dirence from epected” refers to diérence between the simu-
lated battery life of the modification and whaiwid be &pected gien the initial battery

life and the &ctor by which the poer was reduced. ¢t example, the initial battery life of
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Table 3.2. Doyles model results br waveform of Figure 3.10.

Waveform ?Ut_y E!(fycle, F:;ZI: I:AI;; A\;e,\::(;:]e Battery life, | % difference
modification ac“"% cycle Q/v /kg, F\)N /kg, F\)N /kg, minutes from expected
none 20 300 75 120 51 --
A 20 180 75 96 83 +30
B 20 300 45 96 67 +5
C 9.3 300 75 96 68 +7
none 20 200 50 80 87 -
A 20 120 50 64 132 +21
B 20 200 30 64 117 +8
C 9.3 200 50 64 118 +9
none 20 100 25 40 202 -
A 20 60 25 32 268 +6
B 20 100 15 32 253 0
C 9.3 100 25 32 268 +6

the waveform with the 300 W/kg peak per is 51 minutes. Because theeege pwer
for each of the modifications is 80% of the initisweform, one wuld expect the battery

life for them to be 51/0.8 = 64 minutes. But this ignores the non-ideal capdetisef

In practice, one usually does novhan initial battery life as a starting poingpically

the battery life is estimated using the rated capacity of the cell, which is measuredyat a v
low rate dischaye of 10-20 hours.d¥ loads with lage peak &lues, the estimate obtained
using the rated capacity can be togéarEstimating the battery life using the capacity at
the peak paer provides a laver bound. Furthermore, it is often a closer estimate than one
obtained using the rated capacifgble 3.3 shas estimates of the battery life for the

example of Figure 3.10 using the rated capacity and capacity at the peakgbdhe load.
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Table 3.3: Estimates of battery life using rated capacity and capacity at peaker.

Battery Estlmat_ed Differ- Estlmat_ed Differ-
Aver- . battery life battery life
Waveform Peak life from . ence . ence
. age : using rated using
modifica- | power, power, simula- capacity of from capacity at from
tion W/kg Wikg t_|on, 151Whikg, simulated, peak paver, simulated,
minutes . % . %
minutes minutes
none 300 120 51 76 +48 45 -12
A 180 96 83 94 +14 74 -11
B 300 96 67 94 +41 56 -16
C 300 96 68 94 +39 56 -17
none 200 80 87 113 +30 85 -2
A 120 64 132 142 +7 120 -9
B 200 64 117 142 +21 106 -9
C 200 64 118 142 +20 106 -10
none 100 40 202 227 +12 200 -1
A 60 32 268 283 +6 261 -3
B 100 32 253 283 +12 250 -1
C 100 32 268 283 +6 250 -7

The rated capacity consistentlyesestimates the battery life, by as much as 50%. Using
the capacity at the peakwer, on the other hand, consistently underestimates the battery

life and the magnitude of the error is much less than that of using the rated capacity

These results maykplain why the adertised battery life of the typical notebook computer
is greater than what users realize in practice: Suppose the notebookcehaenfis ader-
tising an estimated battery life rather than a measured one. If theattamef estimates
the battery life by using the battesyated capacity and theesage pwer of the system,
then the estimate will be too tgr because of the loss of capacity of the battery at higher

rates. While the notebook computer maidfirers reap an aantage by adsrtising a
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longer battery life than is aclv&ble in practice, obously a motve to be considered, the
may simply be using the rated battery capacity rather than the capadidpke at the

notebooks peak pwer.

These results maftate the follaving obserations for mobile computers that are operated

in the non-ideal @on of their batteries:

 Total system pwmer must be considered. \Rer-performance trade-tsf made by
examining a subsystem in isolation may not lead to an increase in the computations
per battery life because total peakveo is ignored.

» Peak pwer should be reduced wheee possible, which means background opera-
tions should be performed serially rather than concurreddlsial operation is better
than concurrent operation when each consumes roughly the sampe @vete that
serial operation will also tend toVelower contat switching costs.)

* Reducing acte enegy is more important than reducing idle ener
« Continuous behaor can be used to estimate intermittent vara

3.6 Summary

This chapter has introduceddwon-ideal battery properties, loss of capacity andvreco
ery. Simulation using a first-principles Li-ion model si®that recweery is not a problem
for the typical loads and cells encountered in mobile computuidpss of capacity can
be. Simulation also sk that reducing the erggrwhile the system is agé can lead to
bigger increases in battery life than reducing theggnehile the system is idleyen if

the amount of reduction in both cases is the same.

Consequentlypowver-performance trade-fsf are an important method oftending bat-

tery life, as thg offer a way to reduce peak p@r. Because of the non-ideal battery prop-
erties, an analysis of aer-performance trade-biust look not only at the total eiggr
consumed bt at the peak peer of the system. Simulation of the whole system including
the battery is an optionubfor quickly comparing trade-sf and loilding intuition about

them, an analytical approach is preferable.
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Given that receery is not a lage efect in comparison to loss of capacilymodel for con-
stant loads will be a good approximation for badniable or constant loads if thevper
used to calculate the capacity is the peakgvand if the engly used while the system is
idle is accounted foFrequeng and duty gcle are unimportant in terms of reeved
capacity although the dutyycle is needed to calculate the percentage ofbgmeer gcle
consumed by idle time. M this knavledge, Peudrt’'s equation can be used to include
battery behaor when formulating analytical solutions to thenss-performance trade-

offs. The n&t chapter will use Pewgkt’'s equation toxamine CPU speed-setting.
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Chapter 4

A system appioach to CPU speed-setting

Slow and steady wins thaae
--from “The Drtoise and the Ha"

As the preious chapter shveed, peak pwer is a better indicator of battery capacity than
average pwer is. Consequentlpnalyzing the case where a mobile system is continuously
active ofiers useful insights into the problem of CPU speed-setting. Furthermore, since
recovery is not adctor the continuous bekieor can be used to study systems which

would typically be used intermittently

While this does not reflect the bef@ of mobile systems in actual use, it albous to

estimate the computations per dis¢jeain actual use because of the peakgydimited

behaior of the batteries as described in thevmes section. Since there is gi@n of

operation where peak per is a stronger indicator of the battsrgapacity thanverage

power, one can obtain an estimate of the number of computations that can be completed in
a dischage by looking at continuous discgas. The number of computations completed
when the system is used intermittently is the continuous number times the rativeof acti
time enegy to the total engy in an actre-idle g/cle. This estimate is better than the esti-
mate obtained by diding the ideal capacity by theerage pwer of the gcle. Further-

more, studying continuous operation alfous to focus on the thregctors discussed in

the Chapter 1--battery capacity as a function of systemeipeystem pwer as a function
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of CPU frequeng and application performance as a function of CPU frequemithout

having to consider theariables of idle/actie duty gcle and idle pwer.

This chapter deelops an analyticalx@ression for the normalized computations com-
pleted per dischge, called thework ratio,” using Peulkrt's formula for the battery
capacity and assuming an ideal performance speed-up. The chapter thethehmea-
sured results of dischges using aariety of systems,erifying the predictions of the

work ratio. After that, the chapter relsthe assumption about ideal performance speed-
up and deles into complications due to the memory hiergrdine results shvo that bat-
teries caused a @ifrence of 10%-40% from the befiar expected using ideal assump-
tions, and the memory hieraschp to an additional 40% d&rence. The chapter

concludes with an estimate of the systemwgoif the CPU emplged a \ariable-wltage

supply
4.1 Work ratio

This section deelops an analyticalxpression for the normalized computations per dis-
chage for a simple case. Thiggression will sher that the assumptions used irvelep-
ing the CPU speed-setting policies described in Chapter 2@tg Only one of the

assumptions will be changed, the assumption of constant battery capacity

As described prgously, Peulert’s formula for the capacity of a batteryQs= k/I%, where
Qs the capacityk is a constant,is the load current, aradhas a alue of between 0.2 and
0.7. For modern batteries; is typically around 0.2. The systenwper P will be assumed

to be a linear function of the CPU frequegmcorP = S + CV#, whereSis the portion of
power independent of the CPU frequgrmdC\V4f is the dependent portion. The final
assumption in dering the analytical>gression is that the performance is proportional to

the CPU frequenc
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Using these assumptions, theiablep is defined to b§/(S+C\?F), whereF is the slov-

est frequengat which the system will be operated, and the normalized spesdefined
asf/F. p is a measure of Romuch of the system per is consumed by subsystems other
than the CPU. Ip is small, then the peer of the system is nearly proportional to the CPU
frequeng f. But if p is near unitythen the paver of the system is almost independent of

the CPU frequenc

Using these definitions @f andn, the number of computations completed per digghar
normalized to the number completed at thevekt frequengF, can be shwn to be
_nap 1 f+a
Wn/W = nEp+ ni_p)C

(See Appendix A for the full destion.) This &pression for the normalized computations

per dischage is called thework ratio.”

To understand what theork ratio tells us about the system, consider the case phgre

high, i.e. where the peer of the system is almost independent of the CPU freguEit:

ure 4.1 shavs the vork ratio’s prediction for a system with= 0.8. The dilerence

between the wrk ratio for an ideal batteryi(= 0.0) and a non-ideal battery € 0.2) is

about 10% ab = 5 and about 20% at= 10. In both cases, waver, the \alue of the wrk

ratio increases as the frequgmacreases, at least for this range of normalized frequenc
The system completes morenk as the CPU speed is increased. Hence, for systems with
a highalue ofp, it is best to set the CPU speed as high as possible, whether the batteries

are ideal or not.

On the other hand, consider the case wpeasesmall, where the meer of the system is
nearly proportional to CPU frequend-igure 4.2 shws the vork ratio predictions for
p = 0.3. When the battery is ideal, the system should be rasiaas possible, although

the increase in theavk ratio as the frequends increased is less than for higlsystems.
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When the battery is non-ideal,vaever, increasing the CPU speedybad a certain point
causes the ark ratio to decrease. The f@ifence between the ideal and non-ideal predic-
tions forp = 0.3 is about 25% fon = 5 and 35% fon = 10. The important point here,
though, is that running aadt as possible, which is what should be done if the batteries are
ideal, will cause the computations completed in a digehtar decrease when the batteries
are non-ideal,\&n though the engy per operation decreasesr fhe non-ideal battery

low-p case, there is a speed that maximizes the amourgrkfosmpleted in a dischge.

Operating at higher speeds is detrimental.

To consider the general case for allues ofn andp requires a 3-D plot. Figure 4.3 st®
the contours of the 3-D cuevior the vork ratio fora = 0.2, 0 <n< 10, and 0 p < 1. The
x-axis is the speed-up and the y-axis ip. The contours are thele of the wrk ratio.

Work ratio for high p system
4 T T T T T T T T T

3.5

251 non-ideal

Work ratio
N

0.5 i

o | | | | | | | | |
0 1 2 3 4 5 6 7 8 9 10

Normalized clock frequerygcn

Figure 4.1 Wrk ratio pr edictions fr ideal (a = 0.0) and
non-ideal (@ = 0.2) batteries ér p = 0.8



Chapter 4: A system approach to CPU speed-setting 44

The dashed line shs the maximumaiue of the wrk ratiofor a gvenp. There are ta
regions in the plot, one where increasing the clock frequéoe n = 1 is initially benefi-
cial and one where decreasing it fram 1 is initially beneficial. The twreagions are sep-
arated by the dashed line. Thgiom where it is initially beneficial to increase the clock
frequeny is abae the line; the ig@on where it is initially beneficial to decrease the clock
frequengy is belav the line. Only in the tevideal caseq = 0 or 1, is it alvays better to
decrease(= 0) or increasep(= 1) the clock frequencFor all other alues ofp, a maxi-

mum occurs at = p/a(1-p) (see Appendix B).
For a gven system, changing the clock frequenorresponds to a horizontal wement

from (1,p) to (0, p). p remains constant because @sndefined using only the initial CPU

Work ratio for low p system
16 T T T T T T T T T

141

1.2

non-ideal

0.8

Work ratio

0.4r .

0.21- -

0 | | | | | | | | |
0 1 2 3 4 5 6 7 8 9 10

Normalized clock frequernen

Figure 4.2 Wbrk ratio pr edictions fr ideal (a = 0.0) and
non-ideal (@ = 0.2) batteries ér p = 0.3
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Figure 4.3 Wrk ratio contours, a = 0.2

speed-. In order to complete the most computations per batterylgbould be set to the
value which maximizes theask ratio. For n > 1, if this nev, faster system is used to
define ap’, thenp’ < p. If n = p/[a(1-p)], then (1,0") is the point where the 1.0 contours
cross. (See Appendix A for a full deaition.) At this alue ofp, the CPU frequenycis

optimal, because grchange im will result in a decrease in theovk ratio.

The WuMan 2 wearable computer will seras anxample of hav the contour plot can be
used. The pwoer of the WUMan 2 vas measured to be (0.84 + 0.015 x CPU freguenc
Watts. The minimum operating frequeraf the design is 12 MHz and the maximum is 24
MHz. Suppose the current design operates at 12 MHz and a desanéiike to knav if
would be better to operate at some other frequextcl2 MHz, therp = 0.84/(0.84 + 1.05

x 12) =0.82. App = 0.82 and n = 1 in Figure 4.3, decreasing the frequaecreases the
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work ratio, and increasing the frequgmiecreases the avk ratio. The designerauld then
decide to increase the clock frequgna this case, the designeowd be limited by the
maximum frequencof 24 MHz. 24 MHz corresponds to n = 2, with therkvratio being
approximately 1.6, or a 60% increase in the number of iteratk@esited during a battery

life.

Suppose the designén order to tak adwantage of the work ratio increases end 24

MHz, wanted to increase the maximum frequefde peak wrk ratio occurs at

n =p/[(1-p)a] = 0.82/(0.18x0.2) = 22.8, or at 274 MHz. The system should not be oper-
ated bgond this point.

Suppose, hwever, that the design were modified tovier the static portion of the per
from 0.84 W to 0.10 WThe design still operates at 12 MHz, so

p =0.10/(0.10 + 0.015 x 12) = 0.35. Figure 4.4veha close-up of the contour plot
aroundp = 0.35, with an ‘X’ marking the current design and a linevitg the possible
increase in the wrk ratio by increasing the clock speed. The maximum occurs near
n = 2.7, with the wrk ratio approximately 1.10. The close-upwhdhat the wwrk ratio is
very flat from n = 2 to n = 4 fgv = 0.35. While the maximum occurs at n = 2.7, little

could be gined by increasing the maximum frequen€the design beond 24 MHz.

4.2 \Work ratio r esults

To verify the work ratio for lage \alues ofp, a set of gperiments \&s performed with se

eral mobile systems. Each system ran an application in a continuous loop, and the number
of iterations of that loop completed in a disg®g/cle were countedver a range of CPU
frequencies. The systems used were thadddor 1, a wearable computenveped at

CMU [65], and the Itsya hand-held system from Compayestern Research Lab [71].

To verify the work ratio for small @lues ofp, a clock circuit vas constructed with a &

capacitve load. By adding resistors, thalwe ofp could be aried wer a broad range.
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Figure 4.4 Close-up of wrk ratios around p = 0.35,
shawing the maximum possible incease 6r that p

The Navigator 1 is based on the Intel 80386 procegsmis the Mach operating system,
and was designed to be a campus tour guidetlie eperiments with the Nagator 1, the
spinning hard dvie was replaced with bootable EEBR, the operating systemas
changed to DOS to fit into the EEBGRI, and the application as changed to be a simula-
tion of the VuMan 2 wearable computérhe system @as designed to run at 25 MHzjtb

by changing the CPB’clock crystal, the system could run from 7.2 MHz up to 32 MHz.

Its p value was measured to be 0.81.
4.2.1 Naigator 1 results

The Navigator 1 results shven in Figure 4.5 and Figure 4.6 confirm theriwratio predic-

tions for the higlp case. At a normalized clock frequgraf 4.5, the Naigator 1 shws
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about a 10% diérence from ideal for both Canon and ganion batteries, matching the
predictions of the wrk ratio \ery well. That it matches for sets of batteries frora tf-
ferent manudcturing processes is also encouraging, as it means thdeittesehot due to

the properties of a particular maaafurers product.
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3.5 8
x= Canon Li-ion battery sets
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Work ratio
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| |
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Normalized clock frequency, n

Figure 4.5 Wbrk ratio ideal prediction, non-ideal prediction, and experi-
mental results with Navigator 1 and Canon BP-911 Li-ion batteries.

4.2.2 Simple cicuit results

None of the computer systems#dable had a b value ofp. To test the wrk ratio predic-
tions for the lav-p case, a clock circuit with a g& capacitie load vas constructed.
Because of the lge capacitie load, its paer consumption @as proportional t6C V2. By
adding resistors in parallel tipeof the simple circuit could beavied wer most of the
range from zero to unitfigure 4.7 shos the measured results with thevlp system

(p = 0.14) and the predictions of th@mk ratio for both ideal and non-ideal batteries.
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Figure 4.6 \Work ratio ideal pr ediction, non-ideal prediction, and exper-
imental results with Navigator 1 and Sony LIP-2000 Li-ion batteries.

Again the non-ideal batteryosk ratio prediction matches the measured results quite well,

shaving a decrease of about 30%.

For the lav-p case, setting the CPU speed too high will decrease the number of computa-
tions that can be completed in a battery life. This runs counter to intuition and tovire pre
ous work. According to both, for a constanttage system, running aast as possible

should at werst perform the sameonk per dischage as running at sheer speeds, and in

most circumstances should perform mowmkyper dischaye. But because of the loss of
battery capacityrunning asdst as possible decreases tloeknper dischage in the lav p

case. Thus non-ideal battery beloa must be ta&n into account when setting the CPU

speed, especially when most of thevpo of the system is consumed by the CPU.
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Figure 4.7 Work ratio ideal prediction, non-ideal prediction, and experi-
mental results with lov-p circuit and Sony LIP-2000 Li-ion batteries.

4.3 Non-ideal perbrmance effects

The previous section shwed the impact of non-ideal battery beiloa. This section re-

examines the assumptions about performance speed-up as the CPU clock yrexjuenc
changed. The ideal system beloa assumed by the prneus work is that performance

scales with CPU frequenowhich ignores the memory hieraycht turns out that memory
system behaor can also reduce the computations per battery life. The results in this sec-
tion shav that if the memory bandwidth does not increase at the same rate as the CPU fre-
gueng, then the performance will not scale with frequefar programs with poor cache
behaior. The data in this section were generated with theBisfore describing the data,

it is necessary to ge the reader some background about the Itsy system.
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4.3.1 Details of changing the clock speed on the Itsy

The Itsy is based on the StrongARM SA-1100 [14] and runs the Linux operating system
[60]. Two calls were added to the Linurrkel for changing the CPU frequgrzased

upon the clocking scheme for the StrongARM, which issshm Figure 4.8. During nor-
mal operation, the CPU core runs at the primary clock frequeemet the memory control-
ler runs at half the primary clock frequgn®n a cache miss, the CPU core clock switches
to half the primary clock frequenso that the core and the memory controller run syn-
chronously The first lernel call forces the CPU core clock to run at half the primary fre-
gueng at all times, referred to as running with clock switching disabled (i.e. the core
clock cannot switch between the primary clock freqyeard half the clock frequeykc

The secondérnel call selects thealue of the primary clock frequepcetting it to one of
eleven possible alues between 59 and 206 MHz. Tiveread of the first call is only a
few CPU gcles, while the verhead of the second call is approximately i8@vhile the
on-chip phase-loadd loop acquires the werequeng [14]. The combination of the tw
calls allavs the CPU core frequento vary from 29.5 to 206 MHz.

The kernel call for running with clock switching disabled writes tgister 15 of copro-
cessor 15 of the SA-1100 as described in the SA-1&0bnical Reference Manual [14],
requiring less than 10 instructions. The call for changing the primary clock frggsenc

considerably more wolved. Because marof the peripheral déces eperience an inter-

Primary clock
Divide SA-1100 Core
L» by

two

P Memory Controllef

Figure 4.8 Clocking schemeof the StrongARM SA-1100
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ruption of service while the phase leckloop locks on to the wefrequeng, the call first
ensures that theseulees are not in use by calling thewsy management suspend rou-
tine, which taks care of all the de&ces except for the memory controlldf the CPU clock

is being switched to a higher frequgnihe memory controller is updated before changing
the clock frequeng if the clock is being switched to aNer frequeng, then the memory
controller is updated after changing the clock frequelmcboth cases, the FLASH mem-
ory configuration data is changed while the CPWkeating instructions from DRAM

but the DRAM memory configuration data is changed while the CPkkmuéng instruc-
tions from FLASH. This requires that the instructions for changing the DRAM memory
configuration be compiled separately from the rest of the Lieaxet and brned into
FLASH separatelyit was found that the clock frequgnoould not be changed reliably for
certain combinations of initial and final clock frequencies withgeteting from FLASH
while changing the DRAM memory configuration. After the memory controtieres

have been changed, the peripheralides are wakened by a call to the p@r manage-
ment wake-up routine. The pertinent portions of the source code for the cloede
driver (clock.c, clock.h, clock-dram-setup.S ) are included in Appendix

E, as is the source code for the instructions for changing the DRAM memory configura-

tion (clock-patch.S ).
4.3.2 Experimental set up

The code chosen for thegmeriments \as the Itsys MPEG video playeiThe justification

for this choice is twfold. First, a video player ixpected to be one of the typical applica-
tions for a mobile computeBecond, the code should adequatebrase the memory
hierarcly and operating system for reasons similar to thosndiy Agarwal [1]. Measur-

ing the enagy of an application that fits into the cache or that uses no operating system
resources wuld not be representedi of a mobile computer capable of runningpaety

of applications. Uhlig et al. describewnthe programs in the SPEC suitedanuch lever

cache miss ratios than real applications, and the MPEG player is one of the applications
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they chose for their alternae benchmark suite with more realistic cache and system
behaior [70].

In the battery life measurements, the MPEG player ran in a continuous loop. Each run of
the MPEG player @as folloved by decompression and manipulation ofxafiee in order
to clear the caches of the MPEG instructions and data. The MPEG player accounted for
more than 90% of the run-time of the loopweeer, so it was the dominant ergyy com-

ponent. The loop ran withoutaidle time.

All current measurements were made using ad-#iikktrue RMS, digital multimetefhe
Itsy has seeral 20nf2 precision resistors for measuring currents on each ofwispsup-
plies. The Fluk males 10 readings per second feignt speed gen that the time con-
stants of the electrochemical reactions are such that the battery sees ovdyabe or

load changes that occur at frequencies greater than about 1 Hz [33].
4.3.3 Itsy results

This section describes the measurements of performansesvirequeng pover versus

frequeng, and iterations per dischyg of the Itsy running the MPEG player

Figure 4.9 shws the ideal and measured computations per digetiar the Itsy poered

by AAA batteries. The measuredlues are considerably less than ideal. One might sus-
pect that the Itsy is ayep system, bt the paver versus frequerycmeasurements of Fig-
ure 4.10 she thep to be 0.65, definitely not avop system. This &lue ofp was

calculated using a least squares fit of the data in Figure A4 thif data,

power= 0.0047x frequency+ 0.26. Using the definition @f then

p =0.26/(0.004% 29.5 + 0.26) = 0.65.d¥ this \alue ofp one wuld epect the measured
results to difer from the ideal by about 20% at a speed-up of 7. The reason forfdre dif

ence turns out to be the performance bidnaf the memory hierargh
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Upon closer gamination, the assumption of ideal performance speed-up does not hold for
the Itsy and the application itas running. Figure 4.11 she the ideal and measured per-
formance ersus frequencfor the MPEG loop. Both are normalized to the performance at
the slavest speed. The measured performance is nearly ideal until 100 MHz, where there
is a breakpoint. From 100 MHz to the maximum freqyesf206 MHz, the measured

performance dierges from the ideal.

The Unix toolgprof [32] was used toxamine the performance of theavunctions that
take the mostxecution time. One has almost ideal speed-up whereas the otiefros
ideal. Figure 4.12 shes the normalized performancersus the CPU frequenéor these
two functions. The points shothe measured performance, the solid linenshine

expected performancewgn the change in clock speed, and the dashed linesghe nor-
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Figure 4.9 Expected and measad results with AAA batteries
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Figure 4.10 Bwer vs. frequency

malized, measured main memory bandwidth. The romtipg_j rev_dcthas the

expected performance speed-wygonearly the entire range of CPU frequencies. But the
other routineGrayDitherlmaye, shavs little increase in performance after 133 MHz,

where the main memory bandwidth becomes limited by the speed of the memory chips.
Below 133 MHz the memory bandwidth is determined by the minimum numbegclefsc

per access required by the SA-1E)@emory controllewhile aboe 133 MHz the mem-

ory bandwidth is determined by the access time of the memory chips. So, as the CPU fre-
gueng increases alve 133 MHz, accesses to main memoryetaiore CPU ycles. The
performance oGrayDitherlmaye tracks the memory bandwidth rather than the CPU fre-

qgueng, limiting the performance speed-up of the prograerall.

Figure 4.13 shes the &pected iterations per disclgarcalculated from the p@r and

performance measurements from Figure 4.10 and Figure 4.11, and the iterations per dis-
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Figure 4.11 Rrformance vs. fequency of MPEG loop

chage if the performance speed-up were ideal. Bothesuagsume ideal batteries and are
normalized to the sWest speed, 29.5 MHz. The iterations per disghavith a non-ideal
performance speed-up f#ifs from the ideal iterations per disapatby 40%. This predic-
tion was confirmed with actual battery disaypes while running the MPEG player using
Saryo UF-510 and UF-310 Li-ion cells [62][63], sko in Figure 4.14, along with the
expected iterations per disclgarcure from Figure 4.13. These cells are nearly ideal o

the range of pwer of the Itsy Consequent|ythe measured iterations per disgeagree

with the expected curg quite well, although the measured pointgité¢o fall belov the
expected at the tvhighest frequencies. But the major feature of Figure 4.14 is that ideal

assumptions about performaneasus frequernccan be quite misleading.

But Figure 4.15 shas that ideal assumptions can lveremore misleading when the bat-

tery is non-ideal eer the range of the per of the system. These results were collected
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Figure 4.12 Performance \ersus frequency br two of the MPEG player functions,
with expected speed-up and measad main memory bandvidth

using the AAA alkaline cells which the Itsyaw designed to use. Because of the loss of
battery capacitythe iterations per disclgg decreases at higher CPU frequencres e
though the engly used per iteration remains nearly constant. One might suspect that the
results in this figure are due to the batteries being loaded at an unrealiggicfhhe “on

time” of the highest frequegicase is approximately 40 minutes, certainly a realistic load
since the system is continuously aetiFor comparison, notebook computers oftemeha
battery Ives of 1.5-3 hours on the ZDigit BatteryMark test, which isradéss than 20%

of the time, gting them a continuous “on time” of less than 40 minutes [56]. Thus one
would expect to see similar results if theperiments were conducted using the notebook

computers.
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Figure 4.13 Ideal and expected computations per battery life

Figure 4.15 shws that assuming ideal betar for performance ersus frequerycand bat-
tery capacity grsus pwer can be mistan. The measured iterations per disghavere
more than 70% less than the iterations per digehpredicted by ideal beViar for both
factors. Een using measured performanegsus frequeng the iterations per dischged
decreased as the clock frequem@s increased, rather than increasing as predicted by

assuming an ideal battery capacity
4.4 Total system pover with variable-voltage CPU

The Itsy results shed light on the idea of usiagable wltage CPUS for speed-setting.
Obviously, the preious work on policies for ariable-wltage CPUs should be augmented
to include the non-ideal battery and performance properties. But it also should include

information about the total systemvper.
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Figure 4.14 Expected and meased results with
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Suppose the Itsg’SA-1100 were aariable-wltage CPU. The SA-1100 hasaywowver

planes: a 1.5V coreoltage and a 3.3Valtage for the peripheral pins. Of thes®wonly

the 1.5V plane could beavied with the CPU frequencThe 3.3V plane wuld hare to

remain fixed to be connected with the other subsystems. The points on Figure 416 sho

the total measured per of the Itsy and the peer of the 1.5V and 3.3V planesnrgus the

CPU frequeng. (The measured total per is greater than the sum of theveo on the

two planes because of losses in theigrosupplies.) The eer dashed line is an estimate

of the paver of the 1.5V supply if it were scaled with the CPU freqyehbe upper

dashed line is this estimate added to thegvaf the 3.3V supplywhich, as vas stated

above, must remain fed. The upper dashed line is thus an estimate of the total pd

the Itsy if the SA-1100 were asable wltage CPU.
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Figure 4.15 Expected and meased results with
AAA batteries

The Itsys total paver in this case wuld be nearly lineawith a lage y-intercept. It wuld
hardly \ary ass®, wheres is the normalized clock frequenthe fundamental assumption
used in formulating the speed-setting policies in theipus work. Because it is nearly
linear with a lage y-intercept, there will be a frequgrgreater than zero that minimizes
the enegy per operation. The policies from thepoeis work assume that running as
slowly as possible minimizes the eggmper operation. But this stems from looking at only
the paver of the CPU. Thisxample shws that it is necessary to look at the total system
power to set the CPU speed correcByen with a wariable-wltage CPU, the system
power as a function of the normalized frequeBct:)ecome$1353 + a232 + a;S +ag rather
than simplys>. Because of the eer order terms, the enmprper operation is minimized at

a frequeng which is greater than the minimum operating frequeriche CPU. Conse-
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Figure 4.16 Measued total power, 3.3V and 1.5V supply pwer, and estimates
of 1.5V supply and total paver of Itsy if SA-1100 wee a \ariable voltage CPU

guently a CPU speed-setting polimust tale the laver order terms into account, as the

next chapter will sha.
4.5 Summary

This chapter has geloped an analyticakpression for the amount of computations com-
pleted in a dischge, called thework ratio”. The work ratio predicts that systems with

high values ofp should be run with the CPU speed set at maximum speed, and that sys-
tems with lav values ofp should be run at less than maximum speed. The predictions of

the work ratio were werified for both high- and We-p systems.
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The wearable computer systemsealeped at CMU all hze p values ranging from 0.8-

0.9. The question arises as to whether or not all mobile systems weillddaes ofp in

this range, and if so, will tlyecontinue to hee values ofp in this range. In otheraevds, do

all mobile systems lva paver composed mainly of non-CPUwer, or will CPU’s beayin

to dominate the peer in the future? The lly answer is that there will be classes of
mobile systems that are consistently either Ipigin low p due to the hardare require-

ments of their intended applications, and another class of systems that are at tirpes high
systems and at other timesvlp systems, based upon theygs management state of their
subsystems.df the consistently high orwop systems, the CPU speed can bedix
accordingly For the systems with méd p behaior, the current p@er management state

of each deice must be tadn into account when setting the CPU speed.

As developed in this chaptethe work ratio does not consider non-ideal performance
behaior, specifically performance limited by bandwidth of the main memosy Bhe
results of dischge eperiments with the Itsy shothat the memory bandwidth will also
affect the number of computations completed in a diggh&or the Itsy non-ideal battery
behaior caused a 10%-40% tkfence from ideal bekieor and the non-ideal perfor-
mance behaor up to an additional 40% ogjether the non-ideal battery and performance
behaior result in the measure@btes being up to a€tor of four less thanauld be

expected using ideal assumptions.

The Itsy also allevs one to estimate the total systerwpoif it had beendilt using a ari-
able wltage CPU. Contrary to assumption of thevpmes work in policies for setting the
speed of ariable witage CPB, the system peer as a function of frequeynds likely to
be composed cubic andaer order terms. Thus the goal of running as/si@s possible

when there are no performance constraints is incorrect.
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The net chapter shws hav each of the non-ideah¢tors coered in this chapter can be
used to deelop a more realistic operating system pofar setting the CPU speed dynam-

ically.
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Chapter 5

Towards A General Pumpose
CPU Speed-setting Blicy

Knowledg must become capability
Clauseavitz

The CPU speed-setting policies presented in thaqure work [31][72] ignored the non-
ideal behwior described in Chapter 3 and Chapter 4. This chapter describes a method to
augment those policies so thatytteecount for non-ideal battery properties, non-ideal per-
formance speed-up, andiler order terms in the function of systemweo as a function of
frequeng. The chapter lggns by outlining the goals of a CPU speed-setting pdlichen
presents the polcPast[72] as an xample of hav the results from the prsus chapter

can be used, by changing the pgliclover bound on speed. Thdeadt of each of the

three fictors on the lwer bound is then eered, using simple cases taild intuition

about their interactions and introducing a notation for describing a sgdtettery capac-

ity, pawer, and performance. Since finding thevéy bound on the speed for the most gen-
eral case (non-ideal battegeneral cubic function for systemvper, non-ideal

performance) imolves solving a fourth order equation, a more practical approach for find-
ing the laver bound in general is\@n, and alternates to it are discussed. The approach
handles both the general case and the special cases discussed iridbs ypoek as well.

This chapter is more speculatithan the prgous chapters, as the haraw necessary to

test the ideas presented is not currentgilable. Initial \alidation of the ideas, mver, is
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provided by re-visiting the simulations oféiger et al. [72]. The chapter concludes with a

list of desirable system features for supporting a realistic CPU speed-settilyg polic

It should be noted that it is assumed throughout the chapter that the CPU speed will be
changed dynamicallyat least seeral times a second. The policies and methods described
are meant to be implemented within the operating system as part of its scheduling or

power management operations.
5.1 Goals of a CPU speed-setting policy

As described by ser et al., tw options for implementing a pojiare to modify appli-

cations such that tlygrovide hints to the operating system, which then sets the speed, or
to have the operating system set the CPU speed based solely upon parameters of the sys-
tem [72]. The draback of the former method is that the applications must be modified,

and so Wiser et al. opted for a pojidased solely upon parameters of the system, as does
this dissertation. Heever, the laver bounds on speed and desirable features for a speed-

setting system that are discussed Wwedoe the same for both types of implementation.

A CPU speed-setting policshould hae two goals. The first is to detr performance
which is not noticeably diérent from the performance when the CPU\vgagts running at
maximum speed [72]. The second is towltbe user to complete as muchnw per dis-
chage as possible. Thesedwoals determine the upper anaido bounds on the range of
speeds that a speed-setting posbould emplg. The upper bound is the maximum CPU
operating frequenc The laver bound is the speed that maximizes tbhekvper dischaye,
theoptimal frequencyRunning more slaly than the optimal frequegasiolates the goal

of completing the most vk per dischaye possible. Running more quickly than the opti-

mal frequeng should only occur when required by performanqgaeetations.

The policies described in the preus work used the CPWY’minimum operating frequeync
as the laver bound [31][72]. One of the policidgast is shavn in Figure 5.1 [72]. The
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Past()

newv_cpu_speed = old_cpu_speed
if excess_cycles > idle_cycles {
new_cpu_speed =1.0
return
}
run_pecent =
run_cycles/(run_cycles+idle_cycles)
if run_pecent > RJN_HIGH
new_cpu_speed =
nev_cpu_speed + Delta
if run_percent < RJN_LOW
new_cpu_speed =
newv_cpu_speed - Delta
if new_cpu_speed > 1.0
new_cpu_speed =1.0
if new_cpu_speed < min_cpu_speed
newv_cpu_speed = min_cpu_speed
return

Figure 5.1 Pseudo-cod®f speed-setting policyPast [72]

Pastpolicy calculates the speed for thexnBme-intenal based upon the run- and idle-
percentage of the preus time interal, as well as wark left over from the preious inter-
val if the speed during that intetwas too sla to handle all the load. (The leftxr work
is represented by thenableexcess cyclesThe size of the time inteaywas from 10 ms
to 100ms, and the best results were obtained with the ahat/to 20 mPastlooked at
the percent idle time of the last intahand assumed thextienterval would have the same
percent. Excesgycles from the pnaous intenal were completed in the current intekyif
possible. The frequepchanges were smoothed by limitinglhmuch the frequeryc
could change from its pveus \alue, using the empirically-determined constants
RUN_HIGH, RUN_LOW, and Delta.
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The important point to notice is that thevier bound on the speeds used by the patic
set solely by the minimum operating frequgnt the CPU. The other policies in the pre-
vious work differed fromPastin how they calculated the wrk to be completed in the xte
cycle and in hv much thg allowed the speed to change frogtie to gcle, hut all of the
policies used the minimum operating frequeas the laver bound on the speed. This is
due to assuming that the systemvpowas proportional ta>, and consequentlyhat the
minimum operating frequegiaesults in minimum engy operation, as described in

Chapter 2.

Using the CPW minimum operating speed as the&éo bound ignores the non-ideal
behaior of the battery and the memory hierarcais well as the peer consumed by the
other subsystems, as shoby the results in Chapter 4. The feliag sections discuss the

lower bound and a realistic method for finding it.
5.2 Determining the laver bound on speed

The lover bound can be determined either analytically or empirjdadiyed upon the
compleity of the functions describing the batteppwver, and performance of the system.
The work ratio presented in the pieus chapter is arxample of determining theer

bound analyticallyAs eplained in Chapter 1, the computations per digghés gven by

BatteryCapacity(SystemPower (x))
SystemPower ()

Computations per Discharge(x) = x Performance(x)

In general, the functions used to represent the battery cassitgm paver, and perfor-
mance may makit difficult to sohe for the maximum of computations per disgeafor
example, if the wrk per dischage is calculated using Peark's formula for the battery
capacity assuming the systemwer as a function of frequepnds a3f3 + a2f2 + a4f +ay,

and assuming that the memory bandwidth isdjX¥inding the maximum analytically
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involves solving a fourth-order polynomial equation. Tierbead of finding the solution

on-line may eershadw the saings that might be had.

But to cain some understanding of thevier bound on the range of speeds, it is useful to
derive the computations per discgarfor simple, common casesble 5.1 presents a list

of common functions for each of thectors of the computations per disger In the

Table 5.1: Taxonomy of work ratio functions

System pwer \ersus Performance ersus
Battery
frequeny frequeny
Ideal: Q = K’ Proportional: P = af Ideal: S = |f
Non-ideal: Q = k'/P Linear: P = gf + & Memory Bottleneck:

S =j[1/(c + f(1-c)/f)]

Cubic Proportional: P = &f

Cubic: P = gf° + af? +a,f +a,

table, Q is the battery capaciBis system peer, f is frequeng, S is performance, c is the
fraction of memory accesses that access main memya, g f;, j and k' are constants.
Systems can be cgiarized with a notation dattery/Systen®ver/Rerformance Thus

the work ratio defined in the last chaptevecs theNon-ideal/Linear/Ideatase, whereas
the preious work in CPU speed-settingas theldeal/CubicPoportional/ldealcase. The
most general casBlon-ideal/Cubic/Bottlendgis a superset of the other cases: By setting
a, ¢, g to 0 as appropriate, the general case becomes one of the other casesr, lde
stated abee, finding the maximum computations per disgedor the general case

involves solving a fourth order polynomial equation.

While most of the entries inable 5.1 are straightfoawd, Memory Bottlendcrequires
some &planation. The equation fddemory Bottlendcassumes that memory bandwidth
is fixed and uses AmdabklLaw for the performance speed-up based upon the fraction of

memory references that access main mepwry
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Table 5.2 shers the computations per discharand the ver bound on speed fonszal

common cases. In the “l@r bound on speed” columnp,f,is the CPWS maximum

Table 5.2: Lowver bounds br common cases

Case Computations per dischge Lower bound on speed
Ideal/Proportional/ldeal Kjla None
Ideal/Linear/Ideal K’ jfl(a4f + &) fmax
Ideal/CubicProportional/ldeal Kk’ j/a3f2 0
Ideal/Cubic/Ideal K jfi(agf® + af? + af + ag) 2af3-af> +g=0
Non-Ideal/Linear/Ideal Kjf/[(a 1f + ag)*™] (ayf+ag)™® - (1+a)ayf = 0
Ideal/Linear/Bottleneck Kill(asf + ag)(c + f(1-c)/f)] [agf1(1-c)/ac]®®
Non-Ideal/Cubic/Bottleneck Kj (fourth order equatiofl)
[(agf® + af? +ayf + &) *(c + fy(1-c)/M)]

a. -3(14t)agef* + (8- (1+0) (28 +3a(1-C)f )3 + (8- (1+0)(aC + 23f1(1-C)F + (ar- ayfy(1+a)(1-c))f +& =0
Solving this iwolves first solving a cubic equation and then a quadratic equation based upon the solution of the
cubic [12].

operating frequenc It is interesting to note that only in theeal/CubicPoportional/ldeal

case is the leer bound 0. Br most of the other cases, thevéw bound is greater than 0

and determined by the system parameters rather than the minimum CPU operating fre-
gueng. For some combinations of parameters, it is possible thatwes lmound is sdif
ciently close to f4x that there is little to beagned by haing a speed-setting pojicThe

table enables mobile computer designers to check the parameters of their system, find
what catgory their systemdils into, and then by solving the appropriate equation decide
whether a speed-setting pgliwould be useful. If so, then the pglicequires a method to

find the laver bound for the polic
5.3 Interactions of the three factors

Finding a general solution to thenler bound is imolved for all lut the simplest cases.

However, it is possible to maksome generalizationgen for the general case:

1. Non-ideal battery bek&r decreases thewer bound.
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2. Non-ideal performance beliar decreases thewer bound.
3. Static terms (@in above tables) in the peer function increases thewer

bound.

It is assumed that for real systems, thefomefts of the system peer functionag, a, &,
andag are positre, that battery capacity is a decreasing function wlegand that

performance is at most linearly increasing, i.e. it is boundededipa linear function.

The proof for (1) is as folles: Let a = Performance(f)/Rer(f) and b = Capacity(f).
Assume a >0, b >0, and b is decreasing, i.e. abldfif a has only one maximum g f
for 0 < f <f,ax then da/df > O for all f <, and da/df < O for all f >f;. Since

d(ab)/df = da/df - b + db/df - a,
then for f = f,
d(ab)/df =0 - b + a - (gative number or 0) = mative number or 0.
For f > fo
d(ab)/df = (ngative number) - b + a - (g&tive number or 0) = r@ative number
For f < fop

d(ab)/df = (positte number) - b + a - (gative number or 0) = posite, ngative, or 0.

Then if there is a maximum for the product a - b, it occurs for squpe f,,. The range
for the speeds used by a speed-setting ywifrom f,,5,t0 f,qy, and sincedyy < fopethen
this range is greater than or equal to the rapggtb f, . Thus non-ideal battery behar

decreases thewer bound.

A similar proof holds for (2), if it is assumed that performance as a function of frgquenc

is not concee upwards. The range of speeds when performance is non-ideakigsal
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greater than or equal to the range of speeds when performance is ideal. Thus non-ideal

performance decreases thevéw bound.

The proof for (3) is as folles: Let a = Capacity(f) - Performance(f). Let b sved({) -

(static paver). Let ¢ = (static pmer). Then the computations per disg&is equal to
a/[b +c],
and the dewative of this is
[(b + ) - da/df - db/df - a]/[b + 2]

Let foptbe the frequencthat maximizes the computations per disgeaifhen the numer-

ator of the dewuative,
[(b + ¢) - da/df - db/df - a],

is O for f = §, is positve for f <, and is ngative for f > {,,. Now let c increase. Then
the numerator becomes positifor f = f,,and f < f,,, and positre, 0, or ngative for f >

fope Since a, b, and db/df are positifor real systems. Thus if there is a maximum when c
is increased, it occurs for f 3. And so, for the system per as a function of frequeyic

increasing the static termg) increases the eer bound.

Since the threeattors do not &tct the laver bound in the same mannieis necessary to

calculate their relate efects in order to set theie@r bound.
5.4 A general pupose method ér finding the lower bound

There are at least three apparent on-line methods for a CPU speed-settintp giwict
the lover bound. The first is to s@wthe fourth order equation in general and in each win-
dow of time, substitute the currerdilues for the parameters of each of the functions. The

solution would also hae to checkd to ensure that it is truly a maximum and not just an
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inflection point (a point where the slope isu which is neither a minimum nor a maxi-
mum). The second method is to sothe fourth order equation iteradly, using Nevton’s
method, for gample. A@in, the solution wuld have to be cheatd to ensure that it is

truly a maximum. The final method is to use brute force, calculating the computations per
dischage for each possible frequgnand then choosing the frequgnehich gves the

maximum \alue.

Brute force seems to be a more practical method for finding e lwound. If the CPU
utilizes a discrete set of frequencies as the StrongARM SA-1100 does, then the computa-
tions per dischae can be calculated for each frequeifdnstead the CPU ales the fre-
gueng to be set to gnvalue in a range, the computations per disphaan be calculated

at equidistant frequencies across the range.

The brute force method for setting thevés bound, shon in pseudocode in Figure 5.2, is
as follavs. At the bginning of each winde of time, the polig finds the current state of
each deice, looks up the poer for each déce in its respecte state at each frequegnc
and calculates the totalyer at each frequegcThis total paver is then used to calculate
the capacity of the battery at each freqyeiext, the poliy predicts the number of
accesses to main memory for thetngindow of time and, from that, the performance at
each frequenc Using the capacitysystem paer, and performance at each frequgrbe
policy calculates the computations per disgleaiior each frequegcThe poligy’s lover
bound on speed for the winaas the greater of either the optimal frequencthe CPUs

minimum operating frequegc

One of the elements of th®werBoundunction is a table containing thevper at each
frequeny of each deice in the system for each of thevib®’s paver management states.
This table is used to calculate the totalvpoof the system. The maximum number of

entries in this table id x t x n, whered is the number of déces,t is the number of peer



Chapter 5: Towards A General Purpose CPU Speed-setting Policy 73

LowerBound()

for eath CPU_fequency {
total_power[CPU_fequency] =0
for eadh device {
total_power[CPU_fequency] =
total_power[CPU_fequency] + deice_power[curent_de&ice_state]
}

capacity[CPU_fequency] = capacity_function(total _power[CPUefluency])

main_mem_accesses =egict_mem_access()

performance[CPU_fquency] = performance_function(main_mem_accesses)

computatations_per_dikarge[CPU_frequency] = capacity[CPU_&gquency]x
performance[CPU_fquency]/total_power[CPU_dquency]

}

max_value =0
for eadh CPU_fiequency {
if computations_per_disarge[CPU_frequency] > max_value {
optimal_fequency = CPU_#&quency
max_value = computations_per_discharge[CPU_frequency]

}
}
return maximum(optimal_éguencyminimum_opeating_frequency)

Figure 5.2 Pseudo-codef finding lower bound using brute brce method.

management states pewvabe, andn is the number of possible frequencies. Eaclicge

could pravide such a table as part of itsvaee driver code.

The battery capacity function could be implemented either as an analytical formula or as a
look-up table. This function euld vary from battery to batterfssentiallythe battery

would deal with the operating systemdilry other degice, with a deice drier that pro-

vides this function. Alternately, the battery dece driver could preide simply the bat-

tery’s malke and model numbgeand the polig would then choose an appropriate capacity

function for that battery from a list of possible capacity functions.

Finally, the performance function is the mosfidiflt element oL.owerBoundPredicting
performance wer some winde of time is likely a topic for a dissertation by itself. Wo

ever, given that the windw of time is on the order of tens of milliseconds or more, the pre-
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diction is much less ditult than if the windw of time were on the order of the clock
cycles, as anlarge \ariations will be geraged wer a longer time. The main assumption is
that performance will scale with frequenexcept for main memory accesses. Thus pre-

dicting performance is a problem of predicting main memory accesses.

TheLowerBoundunction corrects seral shortcomings of the speed-setting policies
described in the pweous work. First, it accounts for Weer order terms in the function of
system pwer ersus frequenc Second, it allvs for a change in the systemw®r based

upon the paer management state of each of the subsystems. Third, it considers the loss of
battery capacity with increasingwer. Finally, it accounts for non-ideal performance

speed-up due to limitations of the memory hiergarch

Figure 5.3 shas pseudo-code for the updateztsion of the speed-setting pglieast
The only change is to set the minimum CPU speed toalue veturned byowerBound

The other policies described in thepoeis work can be modified in the samayv

While it is not possible at this time to téstwerBoundwith an actual system, some confi-
dence in the ne lower bounds can beaged by re-visiting the simulations oféi8er et al.
Table 5.3 shas the results of the ®ser et al. simulator using the updated potitFig-

ure 5.3. The system per function vas assumed to be 89 0.1 in column (a), 0.28 +

0.25 in column (b), and G6s%+ 0.5 in column (c), i.e. the static term is 10%, 20%, and
50% of the total peer at full speed, witk being the normalized speed. The simulator set-
tings chosen for comparison were those which were determined to be the bestdryetVv
al., a minimum glue ofs = 0.44 and a wind® size of 20 ms. Most of the traces were 10
to 60 seconds long, although onegitel) vas nearly 10 hours long. All results are nor-
malized to what wuld hare been achieed had the CPU run at full speed for the whole

trace.

Since the static term in thewer function of column (a) is relagly small (10%), the

results for both the updated and original polce nearly the same, agected. Because
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Past()
min_cpu_speed = LowerBound()

newv_cpu_speed = old_cpu_speed
If excess_cycles > idle_cycles {
new_cpu_speed = 1.0
return
}
run_pecent =
run_cycles/(run_cycles+idle_cycles)
if run_percent > RJN_HIGH
new_cpu_speed =
newv_cpu_speed + Delta
if run_percent < RUN_LOWN
new_cpu_speed =
newv_cpu_speed - Delta
if new_cpu_speed > 1.0
new_cpu_speed = 1.0
if new_cpu_speed < min_cpu_speed
new_cpu_speed = min_cpu_speed
return

Figure 5.3 Pseudo-cod®f speed-setting policyPast updated to use the
LowerBound function

the lover bound on speed for this casasiess than the minimum determined to be best
by Weiser et al.LowerBoundperforms slightly wrse for some traces than the original
policy. As Weiser et al. reported, running toowslp can sometimes lead to ¢gar enegy
consumption becausgdes that cannot be completed in a wwwdtave to be made up at

a faster speed in the xtewvindow. If LowerBoundhad used the minimum operating fre-
gueng suggested by Wiser et al., the results for this columauld have been identical

for both it and the original polc Note that the best possible increase for column (a) is
2.54. That neither poljcachieves this is due to the performance constraints of the trace.
Achieving the best possible increase occurs only when therdfidesuffidle time in each

window for the CPU to alays run at the optimal frequendf there is not enough idle
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Table 5.3 Comparison of normalized computations per dischge or updated policy
and original Weiser policy

(a): (b): (c):

Trace name | Power = 0.8° + 0.1 | Power = 0.75% +0.25| Power = 0.5° + 0.5

Updated / Wiser Updated / Wiser Updated / Wiser
heurl 1.03/1.03 1.03/1.03 1.02/1.02
fm1 1.23/1.23 1.15/1.13 1.03/0.99
idlel 1.54/1.56 1.27/1.23 1.04/0.92
em3 1.30/1.30 1.17/1.15 1.02/0.96
mx2 1.81/1.79 1.32/1.28 1.05/0.87
emacs2 1.7411.75 1.31/1.27 1.05/0.87
mx3 1.23/1.23 1.14/1.13 1.03/0.99
emacsl 1.71/1.71 1.33/1.28 1.06/0.89
mx1 1.73/1.74 1.32/1.29 1.06/0.90
fm2 1.31/1.32 1.20/1.17 1.04/0.98
fm3 1.06/1.06 1.04/1.04 1.02/1.00
kestrel 1.81/1.82 1.34/1.29 1.05/0.87

time, then the CPU runagter than the optimal frequenavhich lovers the normalized

computations per disclge.

In column (b), the static term is slightly dgr (25%), and here the updated polegins

to consistently outperform the originabrcolumn (b), the best possible increase is 1.47.

In column (c), the updated pofishawvs its merit, as it is able to increase the computations
per dischage for every trace while the original poljacauses them to decrease foery
trace. The best possible increase for column (c) is 1.06. The updatgdpeofarmed

nearly this well for seeral traces, including the longest tracestkel.

The results she that the updated poligerforms as well as the original pgliwhen the

system pwer is nearly ideal and outperforms it as the systewepbecomes less ideal.



Chapter 5: Towards A General Purpose CPU Speed-setting Policy 77

Having the laver bound determined by the system characteristics is better Wiag ha
determined by the CPE'minimum operating frequeypndJsing the minimum operating
frequeng, the computations per dischgardecreases in some cases, since therlorder
term in the pwer function cause the eggrconsumption to increase if the speed is set too

low.

These results puide only a limited alidation of the realistic speed-setting pgplithe
simulation and the accompang traces had no information about the states of subsystems
in each windw or even which subsystems were accessed in each windus these

results shw only that setting the Wer bound on speed according to thedo order

power terms preents a polig from causing the computations per disgesio decrease.

This is in itself a lage step tavard taking a systemvel approach to the speed-setting
problem, as the polcno longer focuses on only the CPUnan To be fully \alidated,
however, theLowerBoundunction must be implemented on a mobile system, which in

turn requires that the systenmvbhaseeral features.
5.5 System featues br implementing a speed-setting policy

Because a realistic CPU speed-setting gatitist consider aspects of the system other
than simply idle time, the system shouldédeatures that account for battery heba

total system pwer, and actual application performance as the CPU fregusmhanged.

For the battery behéor, there are “gs-qauge” ICs which keep track of the chge in and

out of the batterythe current load, and the batteayrily. The operating system can then
treat the battery as pther deice in the system with a diee driver for each type of bat-

tery. The operating system can probe the battery to determine its type and set the battery

capacity function parameters accordingly

For performance, the CPU should/egerformance-monitoring gesters such as those
found in high-end CPW’like the Alpha and the Pentium. CBUhtended for mobile use
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tend to not hee these rgisters, it as vas shan by the Itsy performance measurements
in Chapter 4, such gésters could be useful in mobile computing. The operating system
could then monitor the current performance bé&ravhen making CPU speed-setting

decisions.

Finally, for the total system peer, the “gas-qauge” ICs would again be useful as tyecan
report the current load, augmenting the look-up table in the operating sysitegithe
power for each subsystem and each of its states. dlhessin the table could initially be
the manudcturers typical \alues for the deces. Then the “gs-qauge” IC could be used
by the poliy to correct the total peer calculation for common combinations of/ae

states.
5.6 Summary

This chapter first discussed the goals of a CPU speed-setting ftdlen described a
notation for a systera’battery capacifypover, and performance, and used the notation to
derive lover bounds on useful CPU speeds for simple cases. Finallitlined the ele-
ments of a realistic, general purpose method for finding tixerIbound on CPU speed,

and applied it to anxésting CPU speed-setting pofic

A policy for CPU speed-setting should ¢éa#t system ieel view, taking into account the
battery behaor, the actual performance of the application code, and the total system
power. The technology to account for all threests, lut has not been irgeated. The
goals of the polig should be to first ge the same apparent performance as if the CPU
were running at maximum speed at all times, and second, to maximizertheom-
pleted in a dischge. These tw goals pruide upper and lwer bounds on the speeds that
should be used by a poficThe upper bound is maximum CPU frequerfite laver

bound is the speed which maximizes the computations per djscliunning more

slowly than this means decreasing both performance anddaheocompleted in a dis-

chage, both undesirable. A brute force calculation of the computations per desettar
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each frequeng as outlined in this chapteshould preide an adequate means for finding
the lover bound. The lwer bound calculated in this manner is realistic as it accounts for
non-ideal batterypower, and performance bebiar, and is general purpose because it can

be applied to animplementation of a polc
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Chapter 6

Conclusion

This chapter summarizes the thesis, lists the cartimibs to the areas ofopower and

mobile computing, and describes futuréemsions and other applications.
6.1 Summary

This work has combined models ofyger source behldor with models of system perfor-
mance to better understand the trade-bétween performance andwer in lov powver
computing. Computations per discparshould be used toauate such tradest as it
captures important aspects of the battery capdbiytotal system peer, and the actual
performance. Ignoring one of these three may lead to the tradés@ihg made incor-

rectly.

Two non-ideal battery properties with the potential fecifpaver-performance trade-fsf

are loss of capacity and reeoy. Chapter 3 shwed that receery is not a problem for the
loads and batteries typical of mobile computing. But the loss of capacity means that peak
power rather thanweerage pwer determines battery capaci§onsequentlyreducing the

peak paver of a mobile system will increase the battery life by more than reducing the idle
power, even if both reductions result in the samverage pwer. An important method of

reducing peak peer is trading paer for performance, particularly setting the CPU speed.

Previous work in CPU speed-setting attempted to minimize theggrneer operation of the

CPU. It assumed that theltage of the CPU must scale with the speed and that tiner po
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varies as®, wheresiis the fictor by which both the frequgnand ltage are scaled. The
previous work further assumed that the performance also scaled with speed. These
assumptions do not account for the battery Wienghe total system peer, or the actual
performance. &t real systems, a pojichould maximize the computations per battery life
rather than minimizing the ergr per operation. It should assume that the systemepo
will not be proportional ta> but will have laver order terms due to the other subsystems.
It should account for the performance not scaling with CPU fregquehen the memory
hierarcly is a bottleneck. That thes&ctors should be consideredswconfirmed by results
from battery disch@e eperiments with mobile systems, which were up to nearcef

of four less thanx@ected because of non-ideal battery and performanceibeha

A practical method for determining thealer bound on speeds for a CPU speed-setting
policy was described. This method accounts for batterywiahaotal system pwer, and

actual performance, as well as changes in those aspects of the system dig togre
agement states of the subsystems. Thwelddound can be used withyaspeed-setting

policy, as all of them share the goals of first meeting user performapeetations and

then maximizing the computations per battery life. Existing technology can be used to fur-

nish the information that this method for thevéy bound requires.
6.2 Summary of contrilutions

The research described in this thesis conteb to the areas ofiopower and mobile

computing in the follwing ways:

* Raions of ideal/non-ideal battery beia were delineated, alldng system
designers to understand when measuring ordyage pwer is adequate, and
when dynamic peer must also be considered.

» Typical bounds on the approximatéeet of battery capacity loss were/gn.

» Continuous dischge behsaior was shan to be useful for estimating intermittent
dischage behsior.
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Reducing idle poer was found to hee less of an &ct than reducing ace paver
when the actie paver lies in the non-ideal range of battery habia

It is the only system @l paver research to use battery disgeeperiments to
verify predictions.

The memory hierarghwas shan to be an important consideration when setting the
CPU speed.

A realistic poligy for dynamically setting the CPU speedsadescribed.

6.3 Future work

The work reported in this thesis can baéended in seeral ways as well as applied to other

areas of research.

One atension vould be to use the pieces of the phenomenological models described in
Chapter 3 to create awghenomenological model, one applicable to a wideiety of
batteries. Dygle’s model requires nearly 50 parameters to describe the battagyof

which deal with details of the battesytonstruction and maradture and are umailable

to the @eryday userA phenomenological modelould allov the end user to determine
parameters from aiemeasurements of the cell to be modeled or from published manu-
facturer data. A phenomenological model could be used hyotherBoundunction or in
formulating analytical solutions to other types ofveeperformance trade-f$. An exam-

ple of the latter wuld be augmenting Zorzi'approach to netwk protocols [76] with a

phenomenological battery model appropriate for a Madhain.

The most pressingeension is to grify theLowerBoundunction described in Chapter 5,
using either simulation or a real system. Simulationla involve gathering traces from
actual mobile systemsulbdding a simulator similar to that of &er et al. [72] bt aug-
mented to account for the bef@ of the memory hierarghand the pawer management
state of each subsystems, and creatingrgepprofile to be input either into a first-princi-

ples model such as Ble’s (slawv) or a phenomenological model such asvab@ast). \ér-
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ification with a real system requires a CPU whose speed can be changed ayesaiita

some method of monitoring battery capadityal paver, and system performance.

A possible g&tension to the policitself is that early in a dischge the battery should be
treated as ideal b later in the dischge, it should be treated as non-ideal. Then theypolic
would change modes after a certain point in the digehdihus it may be that a better
approach is to minimize ergyr per operation early in the discgarand maximize compu-
tations per dischge late in the dischge. Because the peakvper that can be handled by
the battery decreases with the depth of digghat is possible thawvents early in the dis-
chage b@in to look to the battery liktheir aerage alue, i.e., when the battery is 80%
dischaged, it does not matter Wwat came to be 80% disclgged, just that it is 80% dis-
chaged. Thus the proper approach is to minimize theggrser operation early in the dis-
chage, and only be concerned with non-ideal battery properties after the battery has
reached a depth of disclgarwhere the peak per of the system auld cause the battery

to reach its end-of-dischge \oltage.

Another etension wuld be to inesticate I/O paver-performance trade-fs. 1/0 band-

width may hae an impact similar to limited memory bandwidth.

The research can be applied to other areas as well. When measuringdheisage of
applications [23][54], the peak wer must be considered because of the findings of Chap-
ter 3. Resource scheduling, especially prefetching from harelsdaind across wireless
networks, is another area where the findings of Chapter 3 can be applied. Both disks and
wireless deices can generate tgr peak paers. The \ay to reduce theverall peaks is to

make the disk and netwk generate their respeaipeaks when the rest of the system is
idle.

Another application for this research is autonomous mobile robots. Battegrqub
mobile robots must decide betweemtfast thg travel and hav far they can trael, a

trade-of similar to that of performancesvsus computations per dischpar Suppose a
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mobile robot has collected samples and must return them. The robot sheelldite

speed which maximizes the distance it canelreEither it will reach the destination or it

will come as close as possible to reaching it (which increases the chance it canveglretrie
by another robot). Slippage of the wheels is similar to the loss of performance due to the
memory hierarcih An added problem is dealing with turning. The path the robestesk

not necessarily (nor lédy to be) a straight line, so rate of turning and the frictivalired

must also be accounted for

Finally, another area ould be to study other applications where performaecsug CPU
frequeng is an issue. Thisavk looked at CPU speed-setting only fomm-performance
trade-ofs. Examining performancesvsus CPU frequeganay also be useful for embed-
ded systems, as suggested by [27], which calls for compilers for embedded systems to

have knavledge of the performancessus frequerncbehaior of the processor
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Appendix A

Derivation of the work ratio

In the preious work described in Chapter 2, itaw assumed that thevper consumed by
the system was directly proportional to the CPU clock frequern more general
assumption is that the current araby a system has bacomponentsS andC V4, where
Sis the component of the current that is independent of the CPU freyq‘uandCVZf, the
CMOS dynamic peer, is the component that depends on the CPU frequenc

| =S + CV4

The paver of the systen®, is then

P = V(S +CV?)
whereVj is the wltage of the batteryfhis more general relationship ail® one to
represent the full range of possibilities, from the system of the eatierpde, where the
power of the system is directly proportional to the CPU clock frequéswD), to systems
where the system p@r does not depend on the CPU freqye(@)/zf:O). The chage

capacity of a battery, is related to its dischge current by Peulert’s formula,
Q =k,
The life of the batterythen, is
L = VoQ/P =Vy(KI%)/[V (S +CV2f)] =
k/(S +CV)I = k/(S +CV2f)LHa

For this kample, computation will be measured by the number of iterations of a loop that
can be performed. Letbe the number of iterations of the loogeuted per unit time.

Then the total number of iterations the system can complete during a battery life is
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W =L = jk/(S +CV2h)HHa

If the CPU frequengis changed by attorn, n> 0, then the CPU frequendependent
portion of the pwer changes frorE\V2f to CV2fn, and, ideallythe number of iterations
executed per unit time fromto jn. Then the total number of iterations the system can

complete is
W, = njL = njk/(S + CV2fn)*a
Taking the ratioN,/W gives

W/W = [njk/(S +CV2in)H o [jk/(S +CV2H1] =

0S+ fov2 Ol +a
N0
5+ fncv-O

Letting p = S/(S + CV¥), the percent of the systemvger that is independent of the CPU

clock frequenyg at the initial frequeng then

_ Sp f+a
W /W = nd
n 4S/p)+(n-1)(Sp)(1-p)-

= nD 1 |j].+(1
+nd-p)H
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Appendix B

Comparison of the work ratio to existing
metrics

Unlike previous metrics relating performance andveq the work ratio shavs that in
some situations there is a useful tradebetween performance and battery life. An
occasionally used peer metric for CPS intended for portable applications is MIP &tV
[7][51]. An analysis of units shes that MIPS/Vtt is actually (millions of instructions/s)/
(J/s) = millions of instructions/JdF a gven CPU, increasing its clock frequgrfoom f to
nfincreases its MIPS rating by actor ofn, assuming that otheadtors such as 1/0 do not
become bottlenecks. Increasing the clock frequatso increases the wer, but by less
than a &ctor ofn because pmer has a static component and a dynamic compo8ent:
CV2f. Becausd/(S +CV2f) < nf/(S + CV2nf) for n > 1, the CPU running at a higher
frequeng will always hae a higher MIPS/W metric than it does when running avaro
frequeng. MIPS/W then, is monotonically increasing, and does nag giy sense of

diminishing returns.

Another metric in the literature per-delay which for CPUS has the units W/Spef34].
Unlike MIPS/W the paver-delay metric has the property that “smaller is betteraiAg
increasing the clock frequenfrom f to nf increases its Spec rating byagtor ofn, while
the paver increases by less thareatbr ofn. So a CPU running at a higher frequenall
always hae a laver W/Speé rating than it does when running at eéo frequeny. As

with MIPS/W, W/Spe@ does not gie ary sense of diminishing returns.

The work ratio gves a sense of diminishing returns. It does neags become better with

increasing frequernyc Taking the partial devative with respect to the speed@getor,
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OWH/OW = [-n(L +a)(L -p) + (p + n(L -p)V(p + n(1 - p))] &

Setting the numerator equal to 0 and solving for n, one finds that the maximum occurs at n
=p/la(1-p)]

So, unlile the preious metrics, the wrk ratio has a point where increasing the CPU
frequeng is no longer beneficial. By substituting the ebdealue of n into the equation for
p, one finds that the optimal point is where a/(a+1). Whether most systems can

operate at this point is a question for furtheestigation.
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Appendix C

Brief r eview of the properties of batteries

“Remember that any high-ergf high-power battery is a potential botfnb
John Nevman, [52]

This appendix is a brief veew of the properties of batteries and common definitions asso-
ciated with them. It lgins with the basic operation of a battery and defines common
terms. Bllowing the definitions are descriptions of ideal and non-ideal battery properties.
The diferences between the dwespecially the non-ideal transient babg are the basis

for this work’s assertion that the characteristics of the battery must &e itato account

to properly balance peer and performance in mobile systems. Thereviala discussion

of porous electrode theqnywhich underlies Dgle’s model presented in Chapter 3.
C.1 Basic Operation

A battery is a set of one or more electrochemical cells, connected in either series or paral-
lel. A cell consists of tavelectrodes, an anode and a cathode, separated by an electro-
lyte. During dischage, the positie electrode is referred to as the cathode and tiaivie
electrode as the anode. When a&temal load is connected to the batteigctronic cur-

rent flavs through the load and ionic currenwf®through the electrolyte, as shoin

Figure C.1. The chge of the ions and the direction of theimfls determined by the

materials used for the electrodes and electrolyte. If the majority carrier in the electrolyte is
positive, then the ions fl@ from the anode to the cathode. If the majority carrier ga-ne

tive, then the ions fle from the cathode to the anode. There may be minority carner flo

as well.
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electron flov
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electrolyte

Figure C.1 Cell during dischage

After the battery is dischged, it is either discarded or reched. Primary batteries can be
dischaged only once, while secondary batteries are rgelatte. © rechage a secondary
battery an external wltage source is connected to it asvein Figure C.2. During the
chargecycle, the positie electrode is referred to as the anode and taine electrode as
the cathode, because thenflof chage at the electrodes is theveese of the flow during
dischage. While the chaing method is ery important to the health of a battetg prop-
erties during dischge, and the number of dischas it can gie, this dissertation will deal
only with the dischaye g/cle. Chaging has been treated in detail albere [28][66], and
battery manudcturers typically specify the clygr rggimen in their data sheets. This dis-

electron flov

@

anions

cathode
anode

cations
-

electrolyte

Figure C.2 Cell during chage
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sertation gamines vays to better utilize the battesytapacity during the disclgr g/cle,

assuming that the clgg method gies equal capacity at the start of the disghar
C.2 Ideal \Wltage and Capacity

The wltage and capacity of a battery are the properties of most immediate concern to
mobile systems, follwed by the batterg’weight, wlume, and safetyl he theoretical mit-
age and capacity are determined by the materials used for the electedddie <. T lists

the standard potentials and electrochemicalvadgnts of seeral common electrode

materials. The theoretical potential is found by subtracting the standard reduction potential

Table C.1: Standard potentials and electrochemical equivalents of common electrode

materials
Standard :
: : : Electrochemical
Material | reduction potential :
Vv equvalent, g/Ah

Anode materials

H, 0 0.037
Li -3.01 0.259
Cd* -0.81 2.10
Pb -0.13 3.87

Cathode materials

SO, 1.36 2.38
MnO, 1.23 3.24
NiOOH 0.49 3.42
PbO, 1.69 4.45

*Using the reaction Cd(OH} 2e - Cd + 20H

of the anode from that of the cathoder Example, the theoreticabitage of a NiCd bat-

tery is
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0.49 VINIOOH] - (-0.81 V)[Cd] = 1.30 V

Further information on the standard potentials/alable in Nevman [52].

While the preious treatment of the theoreticalltage using standard potentials is usual,
it is instructve to discuss the theoreticalltage in terms of the Fermnels in light of the

semiconductor background of the intended audience. Figure Gv3 e relationship

LUMO

A

Eg oc

Y HOMO W Er

Negative Positve
electrode electrolyte electrode

Figure C.3 Fermi levels of battery

between the open- circuibltage and the Fermivels of the electrodes [30]. The open-
circuit voltage is equal to the magnitude of thdeténce between the Fermvéds of the

electrodes.

Figure C.3 also shwes hav the choice of electrodes impacts the choice of electrolyte. In
general, for the electrolyte to not react chemically with the electrodesyéstlanoccu-
pied molecular orbit (LUMO) must be almthe Fermi leel of the ngative electrode,
while its highest occupied molecular orbital (HOMO) must bevo¢h® Fermi lgel of

the positve electrode. If a batteramily has a lage open-circuit @ltage, then the choice
of electrolyte narnars to those with a lge enegy gap E;. For exkample, the open-circuit

voltage of Li-ion batteries rules out aqueous electrolytes, whioh &va i of 1.23 eV
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While the wltage depends on the Fermidés of the electrode materials, the capacity
depends on their molecular weights. The capacity of a battery usually refers toges char
capacity which is gven in Amp-hours, abbvéated Ah. (1 Ah = 3600 Coulombs.pF
example, a battery which can be disge for 5 hours at 0.3 A has a capacity of 1.5 Ah.
The chage capacity is commonly called the batteC rating: Capacity is also used to
refer to a batterg’ enegy capacitytypically given in Watt-hours. The engy capacity is

the nominal wvltage times theharge capacityin this dissertation capacity will refer to
enepgy capacity rather than clugr capacity unless noted otherwiserriis used to relate
the capacity include specific eggrthe enagy capacity per unit weight, typicallyvgn in
Wh/kg; enegy density the enagy capacity per unitalume, Wh/L; specific pwer, the
power delvered by the battery per unit weight, W/kg; an@vpodensitythe paver delv-
ered per unit@lume, W/L. Enegy density and peer density are occasionally used to
refer to the specific ergy and specific pger. To avoid confusion, this dissertation will

not use the terms emgrdensity or paver density

The theoretical chge capacity is calculated from the gram gglgént weights of the elec-
trodes. A gram equalent weight of a material is its atomic weight in gramgled by the
number of electrons produced or consumed in its reaction. Accordirgaddys Lavs,
one gram equalent will produce 26.8 Ah of chge. Thus for the NiCd batterysing the

values from &ble C.1, the theoretical clgarcapacity is

3.42 g/ARNIOOH] + 2.10 g/Ah[Cd]= 5.52 g/Ah, or 181 Ah/kg

The theoretical specific erggr of the NiCd batteryamily is then 1.30 \% 181 Ah/kg =
235 Wh/kg.

The theoretical ®itage and capacity consider only the electrode materials and do not
reflect contrilntions due to the electrolyte, cell housing, and other construction compo-
nents. Consequentlthe practical gltage and capacity are often considerably less than the

theoretical alues. In addition, theoltage and capacityavy with the load.
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Figure C.4 Cell polarization vs. operating curent,
after [43], Figure 2.1

C.3 Non-ideal \Wltage and Capacity

An ideal batterys chage capacity andoltage (and hence emgrcapacity) are constant

for all values of the load. In practice,wever, both the vltage and the chge capacity
decrease as the load increasedtage losses are due to the \ation polarization, con-
centration polarization, and ohmic polarization,vhan Figure C.4 [43]. Actiation
polarization or sugce @erpotential is the dving force of the chemical reaction at the
electrode/electrolyte inteate. Concentration polarization or concentratiegrpotential

is the wltage drop due to dérences in the concentration of the electrolyte at the reaction
site and in theddk. Ohmic polarization, or IR loss, is the resistdrop through the elec-
trolyte and electrodes, and across the contacts between the electrodes and the current col-
lectors. The magnitudes of these losses are determined in part by the batiigryahd in

part by the pisical design of the batterlfor example, the electrolyte should be conduc-
tive enough that ohmic losses are ngydan the intended géon of operation, while

porous electrodes can be used to reduceadictn polarization losses, decreasing current
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density by increasing the sade area of the reaction. Porous electrodes will be discussed

further in Section C.4.
C.3.1 Expressions®r concentration and activation polarization

While the ohmic polarizationaries linearly with the dischge current, the concentration
and actwation overpotentials do not. A greatly simplifiedtbstill instructve expression

for the concentration polarizatioy is

where g is the electrolyte concentration at the electrogés the concentration in the

bulk, R is the g@s constant, F isdfadays constant, T is the temperature, and n is the num-
ber of electrons wolved in the reaction [43]. As the battery disgjes, the electrolyte
concentration near the electrode decreases, causing the concentration polarization to

increase.
For the actration polarization, a simplifiedkpression is
i

In— (Volts)
lo

_ RT
ns_ﬁ

where i is the current density flong between the electrodeg s the &change current
density andx is the actration coeficient [52]. The gchange current density is a mea-
sure of the rate of the reaction under equilibrium conditions, when no net current is flo
ing. This expression for the act@tion polarization shes that the magnitude of

increases as the current density i is increased.
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C.3.2 Shape of the dischae \oltage profile

The shape of the discligr oltage profile aries from batteryamily to battery &mily.
Some amilies hae a slopedaltage profile, while others i@ a nearly flat dischge \olt-

age profile, as skn in Figure C.5 a and b. Note that both profilegehsteep slopes at the

() () k
(@] (@]
8 g
S S
0 Percent dischged 100 0 Percent dischged 100
a. Sloped dischge profile b. Flat dischage profile

Figure C.5 Typical discharge \wltage profiles

beaginning and end of dischge. The concentration and aetiion overpotential gpres-

sions gven in Section C.3.1 helxplain the steep slopes. At thegioening of the dis-

chage, reactants are used up at the reaction sites, setting up concentration gradients that
cause reactants to filise from the blk of the electrodes and separatdntil the gradients

reach a steady state, the concentrati@mrotentials of the electrodes change. At the end

of dischage, reactants arelgausted in some areas of the electrode befoyesitee

exhausted elsehere, resulting in increased current density in the areas where the reactants

are still aailable. The increased current density increases thvatati polarization. The
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increased current density also creategdaconcentration gradients, so the concentration

potential increases as well.

There are seeral factors which determine the slope of the profile in the middle of the dis-

chage:

» Changes in resistance with disgfearf the conductity of the reactants and prod-
ucts are much dirent, then as the disclgarreaction occurs the resistance of the
cell will change. The change in resistance also depends on the localization of the
reaction site. If the reaction occurs at nearly the same rate throughout the elec-
trode, the resistance change during disgphavill be less than if reaction occurs in
a localized area that mes through the electrode during the disgbar

* Changes in the standard potential. The standard potential of some elearedes v
as the electrode composition changes with the reaction. This is the case with man
Li-ion batteries, for gample.

The shape of the disclya profile impacts the design of theyaw supply and the method
of determining state of dischug. If the profile is flat, then it is possible to use &0
supply with a narne input \ltage range. If the profile is sloped, then the/grosupply
must be able to operateey a wider range of inpubltages. As for determining the state
of dischage, if the profile is sloped, then the battengltage is a good indicator of the
remaining capacityif the profile is flat, haever, then there may be only afféens of mil-

livolts change in theoltage as the battery dischas from 90% capacity to 10%.

A battery is discha@ed when its eltage drops bele a specified &lue, called the cutbf
voltage. factors that determine the cutebltage include the battergrily, the number of

cells which mak up the batteryand the rate of the load [28]. Dischiang a battery belo

its cutof voltage may damage it, rendering it immediately useless or reducing the number
of cycles it can be used. The aetimaterials in the battery may not be fully utilized when
the battery wvltage reaches the cuteflue, due to theoltage drop from aatation, con-
centration, and ohmic polarization. If the getmaterial is not fully utilized, the capacity

of the battery is reduced.
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C.3.3 Loss of capacity

The paver lost due to aatation, concentration, and ohmic polarization cannot bevreco
ered [43]. It is consumed kkary other paver, given of as heat. Figure C.6 she a

Ragone plot, a log-log plot of specific egpens. specific poer [43], for the Canon BP-

911 Li-ion batterygenerated by the method described byl®et al. [19]. The Ragone

plot uses specific ergy vs. specific poer so that one plot can describamlily of batter-

ies using the same materiald with different capacities, i.e. a battery of a particudanf

ily with a capacity of 1 Ah wuld be described by the same Ragone plot as a battery of the
same amily with a capacity of 2 Ah.df the BP-911, the capacity at the highest rate
shawn is nearly 40% less than it is at thevést rate.  &r other batteries, the amount of

lost capacitythe slopes of the cuevat the lav and high ends, and the point at which the

capacity bgins to decrease will ddr. But the general trends sk in the Ragone plot of

10

Log specific engyy, Wh/kg

Log specific paver, W/kg
Figure C.6 Ragone plotdr the Canon BP-911
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the BP-911 are typical of most batteries. Only atHates is the engy capacity constant.

As the rate increases, the capacity decreases.

While the losses due to adtion, concentration, and ohmic polarization cannot bevkeco
ered, thg do not entirely xplain the lost capacity at higherwer shavn in the Ragone
plot of Figure C.6. The capacity is lost at higher rates because thievoltade is reached
before the actie materials of the battery anehausted. The “lost” capacity at asgn dis-
chage rate isaailable at a lwer rate, or at the same rate if the load is needdor some

time.
C.3.4 Transient behavior

The properties discussed so have been steady state properties. The digghprofiles
given hae assumed constant loads throughout the digeh@he mobile computers this

dissertation is concerned with wever, have dischages that are athing kut constant.

Figure C.7 shws the wltage profiles of a constant discpaand an intermittent dis-

chage For the sak of illustration, the dftime of the intermittent dischge is not shan.

Cell voltage ————s-

Intermittent
discharge

Continuous
discharge

Elapsed time of discharge ~————a

Figure C.7 Battery recovery (after [43])

Both the constant disclg® and the intermittent disclgay, while on, hee the same dis-
chage rate. Consequentlihe time of dischge is proportional to the deéred capacity

The intermittent dischge delvers greater capacity before the ctitafitage is reached
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than the constant disclgg:. The diference in capacity will depend on the rate of the dis-

chage, the dftime of the intermittent dischge, and the pJsical design of the cell.

An intuitive explanation of wly the intermittent dischge delvers greater capacity
depends on the concentratioregpotential. During the bfime, concentration gradients
between theldk of the electrolyte and that near the aad of the electrode decrease due
to diffusion of the ions. If the btime is suficiently long that the gradient is greatly or
entirely reduced, then when the load turns on, the concentragopotential will be
smaller than it \as when the load as turned df This is the cause of th@lage peaks in
Figure C.7. As the load stays on, the concentrat@npmtential will return to the steady
state alue. Havever, due to the dfftision that occurs during thefdime, more of the reac-

tants will be used than in the continuous disghaHence the greater capacity

This simplified &planation illustrates whthe diference in capacity between high rate
intermittent and constant discgas may be greater than theetiénce in capacity for Vo
rate intermittent and constant disales. The concentration gradients set up by the high
rate dischages will be greateso that more difision will occur during the 6étime than

for a lowv rate dischage. In addition, the continuous high rate disgkawill use less of the
total capacity of the battery than avloate continuous dischge, so there is a Iger

amount of capacityvailable to the intermittent high rate disopathan to the intermittent

low rate dischage, as shan in Figure C.8.

C.4 Porous Electodes

Accurate analysis of battery befar is not possible without taking into account the

effects of porous electrodes. The faliag is a basic rgew of porous electrode theory in
order to prepare the reader for the details of the battery models presented it thamne
ter. This section is dwan mainly from Chapter 22 of Manan [52], which contains an in-

depth discussion of the topic.
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Figure C.9 shws the cross-section of a cell with a porous electrode. One or both elec-

trodes of most cells are porous. Porous electrodesd®sgeral adantages eer plane elec-

trodes, the most important of which for battery applications are:

Log Specific Capacity

Capacity mailable
to low rate inter-
mittent dischage

/ Capacity aailable
Capacity for to high rate inter-
continuous mittent dischage

Log Specific Paver

Figure C.8 Capacity &ailable to an intermittent discharge

current collector

active material/

L

current collectol

& electrolyte
. — _
id (filled with
porous electrode \ellc:ctr(oiytee) wi plane electrode

Figure C.9 Schematic of cell slwang porous and plane electndes
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* A large interfcial surce area perolume which will increase the rate of the elec-
trochemical reaction.

» Closer proximity of reactants to electrode soef.
» Smaller resiste drop due to shorter current paths.

Porous electrodes may be either matrices of an electrically coreltesictant or of a non-
conductve reactant mied with a conductoiT he \oids of the matrix are occupied by the
electrolytic solution of the cell. The rehai diffusion coeficients, size of particles and
interstices, and the reaction process itself determingsihdormly the reaction tads

place throughout the electrode.

For the purposes of this dissertation, the most significaietrelifce between planar and
porous electrodes is the increasedagfareaailable for the reaction.df a planar elec-
trode, the reaction can &lplace only at the intexte between the electrode and the sepa-
rator. For a porous electrode, depending upon its construction and theeretatiductance

of the electrolyte and the solid matrix, the reaction may occur throughout the entire elec-
trode simultaneously or in a nawaegion which mees through the electrode during dis-

chage [52].

The porous electrode can be characterized \grakaerage quantities. The first is the
void wlume,the arerage fraction of theolume that is wid. The second is the@rage
surface area of the matrix per undlume. The electrolyte is assumed to fill the entaiel v
volume of the electrode, so that all of the aoefarea of the matrix is in contact with the
electrolyte. Equations gerning electrode processesaiving planar electrodes can be
applied to porous electrodes so long &sotif’e values of ariables based upon theid

volume and sudice area perolume are used.
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Appendix D

Glossary

Activation polarization: ¥itage drop due to rate of electrochemical reaction required to
provide the load current. Also referred to as acef werpotential.

Active materials: The reactants in a batteslectrochemical reactions.

Amdahl's Lav: The performance increase due to a modification is limited \wyofi@n
that modification may be used.

Anion: A nggatively chaged ion.

Anode: The electrode in a cell at which oxidation occurs. During digehtre anode is
the ngative electrode.

Battery: wo or more electrochemical cells connected in either series or parallel. Com-
monly used to refer to a cell.

BEST model: Battery Engy Storage @&st model for lead-acid cells. Based upon esiof
voltage \ersus current at ddérent depths of dischge.

C rate: The dischge rate normalized to the battexyghage capacity

Capacity: The amount of clgg or enagy delvered by a fully chayed batteryTypically
given in Amp-hours (chge capacity) or \Att-hours (engyy capacity).

Cathode: The electrode in a cell at which reduction occurs. During discliiae cathode
is the positre electrode.

Cation: A positvely chaged ion.

Cell: The basic electrochemical component, consisting ofectrodes and an electro-
lyte.

Concentration polarization:oitage drop due to dérences in reactant concentrations.
Also referred to as concentrationeopotential.

Constant current dischge: A dischage where the load’current does noawy.

Constant pwer dischage: A dischage where the load’paver does notary.
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Constant resistance dischar A dischage where the load’resistance does nary.

CPU speed-setting: Dynamically modifying the operating frequeha CPU to reduce
enegy consumption while still meeting the performangpeetations of the user

Cutoff voltage: \bltage at which a battery is considered fully disgkdr

Depth of dischage: The ratio of the amount of charremeed from a battery to its clge
capacity

Dischage rate: The rate at which charis remwed from the batterylypically given in
Amperes, or normalized to the battasrgapacity

Doyle’s model: A first principles, finite-mesh model of lithium-ion cells.
Electrode: The location at which an electrochemical reaction occurs.
Electrolyte: The material that enables ions twfleetween electrodes in a battery

Enegy: The ability to do useful @rk, as in meing a chage or a mass.ypically given in
Joules or \dtt-hours.

Excess gcles: In Weiser et als Pastpolicy, the number ofycles of computation leftvear
from a preious windav which must be completed in the current wiwdo

Gas-@uge IC: An intgrated circuit that monitors the Woof chage into and out of a bat-
tery, as well as the battes/temperature,oltage, and other characteristics.

Inflection point: A point on a cuevwhere the slope is @bwhich is not a minima or max-
ima.

Internal resistance: The opposition to thevflaf current within a battery

KiBaM: Kinetic Battery Model. Models a battery asotwells of chage, an gailable well
and a bound well.

Performance: &t this dissertation, the number of iterations of a loop of code that a system
can eecute per unit time.

Peulert’s formula: A battery model for continuous disdes whereapacity= k/cur-
rent.

Pawer: The rate at which erggris consumed, typically gen in WAtts.

Paver management: Placing idle subsystems intodover modes.
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Paver-performance trade-bfScaling back performance to thereby reducsego

Ragone plot: A figure skang the enagy capacity ersus pwer for a batteryTypically a
logarithmic plot.

Recorery: A phenomenon whereby a battery mayaelmore capacity for an intermittent
load than for a continuous load of the sarakle.

Specific enggy: The amount of engy per unit weight of a cell.
Specific paver: The amount of peer per unit weight of a cell.

Speedup: The ratio of theexution time after a modification to theeeution time before
a modification.

Standard potential: Thelage of a reactant measured rekatio a reference material,
typically hydrogen.

State of chage: The amount of chge remaining in a battery
System pwer: The total paver dravn from a battery by a mobile computer

Variable-wltage CPU: A CPU that scales its operatinfjage with its operating fre-
queng.

Voltage profile: A plot of batteryoltage ersus depth of dischge.

Work ratio: The number of computations per disgkaat a gien clock frequencnormal-
ized to the computations per disapaiat an initial clock frequepc

Y-intercept: The y-coordinate of a line where it crosses the y-axis.
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Appendix E

Source code listings

This appendix contains the pertinent portions of the Liremdl code to change the
StrongARM SA-1100 clock, as described in Chapter 4.

clock-patch.S Copyright (c) 1998 Tom Martin

*

*

*  Assembly routine to change DRAM config registers.

* Note that this is not meant to be part of the kernel,

*  but should instead be burned into FLASH.

*  Will hardcode the FLASH offset (0x0007ff00)in the kernel.

*  Should also have the kernel check that this code is present before

*  jumping to it.

*

*  Assemble with arm-unknown-linuxaout-as. Note that as puts 20 bytes
*
*
*
*

before the actual code, so the kernel should jump to 0x0007ff20
if this is burned into 0x0007ff00.

Inputs: r3: MDCNFG, r4: MDCASQO, r5: MDCASL, r6: MDCAS2.
r2: &MDCNFG.
* Ir has return location.

text
.align

str r3, [r2]

str r4, [r2, #0x04]
str 5, [r2, #0x08]

str 16, [r2, #0x0c]

movpc, Ir
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~
*

clock-dram-setup.S Copyright (c) 1998 Tom Martin

Assembly routine to change DRAM config registers.
Jumps to routine clock-patch burned into FLASH just before
params location: 0x0007ff00.

Inputs: r0: ptr to array containing new mdcnfg, mdcas[0-2] values.
rl jump_addr, r2 has MDCNFG's virtual address.
Ir has return location.

L S

*
~

text

.align

.globl _clock_dram_setup
_clock_dram_setup:

stmfd sp 1{r3 - r6, Ir}

Idr r4, [rO, #0x04]

Idr r5, [rO, #0x08]

Idr r6, [rO, #0x0c]

[dr r3, [rO]

Idr Ir, = jump_back

mov pc, rl
_jump_back:

ldmfd sp!, {r3 - r6, pc}
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/*

* [inux/arch/arm/drivers/char/clock.c

* Code to control the SA-1100 clock.

* Copyright (c) 1998, 1999 Tom Martin
*

*/

/* From <asm/arch/hardware.h> */
4’; comments pertain to itsy. otherwise just static memory bank mappings

gq?fine FLASHO 0x00000000 /* mirror of flash 1 or flash
#define FLASH1 0x08000000 /* mother board flash */
#define FLASH2 0x10000000 /* daughter card flash */
#define FLASH3 0x18000000 /* unused */

int coproc_switching_disabled = 0;

%g}peed_values[ll]={59, 74, 88, 103, 118, 133, 148, 162, 177, 192,

[* static_memory_setup needs some fixes:
--Will get the bank 0 wrong in some cases if there is a
daughtercard but bank 0 mirrors bank 1. Should work fine as
long as bank 0 mirrors bank 2 when there’s a daughtercard.
--Assumes FLASH is 4 MB.

*/

static int static_memory_setup(int ccf)

unsigned int mscO_new, mscO_old, mscl_new, mscl_old;
int config;
int mirror_flag=0;

/* This shouldn’t be hardcoded. */
int nonvol_memory_id_address = 0x003fffe0;

/* Should make the following def's in clock.h */
int msc_bank_mask = 0x0000ffff;

/*

* Assumptions: Static memory 1 is never invalid because it's on
the motherboard. Static memories are 4 MB. The latter is a
Bad Assumption, but works while | get the kinks out. (Actually,
the FLASH driver assumes they're 4 MB too0...)

*

*

*

*/

msc0_old = MSCO;
mscl_old = MSC1;

[* Static memory bank 0 mirrors either static memory bank 1 or
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static memory bank 2. See Itsy User's Manual. */
if ((msc0_old & msc_bank_mask) == (mscl_old & msc_bank_mask)) {
mirror_flag= 2;

/* sanity check */

mscg sgni& Ewéssq(%?ld & msc_bank_mask)!=((msc0_old>>16) &

printk(* *** static_memory_setup: mirror is wrong\n”);

else {
mirror_flag = 1;
}
o . o\
(FLASHIS RV IR o i AN sy eerrar:
if (ccf % 2) {
config = config & msc_bank_mask;
else {
config = config >> 16;
}

msc0O_new = config << 16;

if (mirror_flag == 1) {
mscO0_new |= config;

}

if ((msc;_old & msc_;_bank_mask) I= MSC_INVALID) {
(FLASHEQ% v:of(\frqlea}ﬁloer)\/l/ %Eadd\(le%éﬂ?ccfm];

if (ccf % 2) {
config = config & msc_bank_mask;

else {
config = config >> 16;

}

mscl_new = config;
if (mirror_flag == 2) {
mscO0_new |=config;
}
}
else mscl_new = MSC_INVALID;

if ((mscl_old >>16 ) 1= MSC_INVALID) {
L_o . c.In
(FLASHS B vof YREtiS W dd Vs sesitcrrar:

if (ccf % 2) {
config = config & msc_bank_mask;

else {
config = config >> 16;

mscl_new |= config << 16;

else {
mscl_new |= (MSC_INVALID << 16);
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}

#ifdef CLOCKDEBUG
printk(*msc0_new: %x mscl_new: %x \n”, mscO_new, mscl_new);
#endif * CLOCKDEBUG */

MSCO = mscO_new;
MSC1 = mscl_new;
return O;
}
/* returns O if valid speed, -1 if not. */
{’F]a%lobbers r0, rl, r2, r3, r4. Not sure if the compiler takes care of

or not. */
static int clock_change(int speed)

extern void clock_dram_setup(int *, unsigned long , volatile Word *);
int retval, ccf, ppcr_val, ppcr_upper, new_is_faster;
int mdenfg_new, mdcnfg_old, mdcas0O, mdcasl, mdcas2, de_field;

int md_array[4];
ulong jump_addr, flags;

typedef struct {
int mdcnfg;
int mdcaso;
int mdcasi;
int mdcas2;

} dram_table t;

dram_table_t *dram_config_addr;

/* Make these defines in clock.h */
int ccf_mask = 0x0000001f;

switch (speed) {
case 59:
ccf =0;
retval = 0;
break;
case 74:
ccf=1;
retval = 0;
break;
case 88:
ccf = 2;
retval = 0;
break;
case 103:
ccf = 3;
retval = 0;
break;
case 118:
ccf = 4;
retval = 0;
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break;
case 133:
ccf = 5;
retval = 0;
break;
case 148:
ccf = 6;
retval = 0;
break;
case 162:
ccf=7;
retval = 0;
break;
case 177:
ccf = 8;
retval = 0;
break;
case 192:
ccf=9;
retval = 0;
break;
case 206:
ccf = 10;
retval = 0;
break;
default:
retval = -1;

#ifdef CLOCKDEBUG

printk(“ *** clock_change in default: speed: %d \n”, speed);

#endif /* CLOCKDEBUG */

return retval;

break; /* shouldn’t reach here. */

}
ppcr_val = inl(PPCR_V);

ppcr_upper = ppcr_val & (~ccf_mask);

ppcr_val &=ccf_mask;

if (ccf > pper_val) {
new_is_faster =1;

else if (ccf < pper_val) {
new_is_faster = 0;

else { /* The new speed is the same as the old */

retval =0 ;
return retval;

}
ppcr_val = ppcr_upper | ccf;

#ifdef CLOCKDEBUG
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pper R/r:iﬂ)tk(“ *** clock_change: speed: %d ppcr = %x\n”, speed,

#endif * CLOCKDEBUG */

[* try using powermgr for now. Doesn't look like it takes
care of the DMA controller however. */

#ifdef USE_POWERMGR

{
int delay;

if (powermgr_suspend_check(0, &delay)) {
powermgr_suspend();

else {
printk(“suspend_check failed with delay %d\n”, delay);
return -EIO;
}

}

#endif /* USE_POWERMGR */

/* Disable D-cache and WB */
/¥ asm(*mrc pl5, 0, rl, c1, c0”);

asm(“bic rl, rl, #0x000c");

asm(“mcr p15, 0, r1, c1, c0”);

*/
mdcnfg_old = (MDCNFG);
de_field = mdcnfg_old & DE_FLD_MASK;
/*
if (de_field >1){
mdcnfg_new = mdcnfg_values[ccf+11][0] | de_field;
mdcas0 = mdcnfg_values[ccf+11][1];
mdcasl1 = mdcnfg_values[ccf+11][2];
mdcas2 = mdcnfg_values[ccf+11][3];
}
else {
mdcnfg_new = mdcnfg_values[ccf][0] | de_field;
mdcas0 = mdcnfg_values[ccf][1];
mdcasl1 = mdcnfg_valuesccf][2];
mdcas2 = mdcnfg_values|ccf][3];
}
*/

/* From Debby’s email, 11/18/1998 */
dram_config_addr = (dram_table_t *)VirtAdd(0x000010cc);

mdcnfg_new = (dram_config_addr+ccf)->mdcnfg | de_field;
mdcas0 = (dram_config_addr+ccf)->mdcas0;
mdcasl = (dram_config_addr+ccf)->mdcasi;
mdcas?2 = (dram_config_addr+ccf)->mdcas2;

md_array[0] = mdcnfg_new;
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md_array[1] = mdcas0;
md_array[2] = mdcas];
md_array[3] = mdcas2;
jump_addr = VirtAdd(FLASH1 + CLOCK_PATCH +0x00000020);

/* Test to make sure the patch is in FLASH. */
if ( *(unsigned int*)(jump_addr) = 0xe5823000 ) {

printk(“clock_change: DRAM setup patch is not in FLASH\n");
return -1,

}

#ifdef CLOCKDEBUG
else
printk(“clock_change: DRAM setup patch is in FLASH.\n");

md_%rrlrnétlé(%I%%Ii_é:é]&n%ﬁwsngk&r&y %X jump_addr: %x &MDCNFG %x\n”,

#endif * CLOCKDEBUG */

if (new_is_faster) {
save_flags_cli (flags);

/* Putting the call to the pcmcia_setup stub here for now.
When PCMCIA is working, the stub will have to change
MECR. May have to test whether the cards care when
their timing is changed relative to the CPU. May also
have MECR change in powermgr. */

pcmcia_setup(ccf);
static_memory_setup(ccf);

#ifdef FLASH_PATCH
clock_dram_setup(md_array, jump_addr, &MDCNFG);

#else
MDCAS2 = mdcas2;
MDCAS1 = mdcasl;
MDCASO = mdcas0;
MDCNFG = mdcnfg_new;

#endif /* FLASH_PATCH */
restore_flags(flags);

}

#ifdef LCD_STATIC
IcdStatic();

#else

#ifdef LCD_OFF
IcdOff();

#endif

#endif

#ifndef USE_POWERMGR
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TurnUartOff(serial_save);
#endif

/* Might be getting lucky that writing r1 doesn’t clobber anything. */
[*disable clock switching*/
asm(“mcr pl5, 0, r0, c15, c2, 27);
asm(“mov rl, #0xe8000000");
asm(“add rl, rl, #0x00050000");
asm(“ldr rO, [r1]"); /* force a cache miss */
/* r1 points to a uncacheable address */

outl(ppcr_val, PPCR_V);

/* re-enable clock switching if it hasn’t been forced off.*/
/* Test to see if this needs to be here. | suspect that changing ppcr
enables clock switching. */
if (coproc_switching_disabled == 0) {
__asm____ volatile_ (“mcreq pl5, 0, r0, c15, c1, 27);
/¥ printk(“Switching not disabled\n”); */
}

#ifndef USE_POWERMGR
TurnUartOn(serial_save);
#endif

if ('new_is_faster) {
save_flags_cli (flags);

/* See comment after “if (new_is_faster)” above.*/
pcmcia_setup(ccf);

static_memory_setup(ccf);

#ifdef FLASH_PATCH

clock_dram_setup(md_array, jump_addr, &MDCNFG);
#else

MDCNFG = mdcnfg_new;

MDCASO = mdcasO;

MDCAS1 = mdcasl,;

MDCAS?2 = mdcasz;

#endif /* FLASH_PATCH */
restore_flags(flags);
}

/* Enable D-cache and WB */
/¥ asm(“mrc pl5, 0, rl, c1, c0");

asm(“orr rl, rl, #0x000c");

asm(“mcr p15, 0, r1, c1, c0");
*/
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#if (defined(LCD_STATIC) || defined (LCD_OFF))
lcdOn();

#elif (\defined(USE_POWERMGR))
lcd_setup(speed);

#endif /* LCD_STATIC || LCD_OFF */

#ifdef USE_POWERMGR
/* see arch/arm/kernel/sal100-sleep-mode.c & powermgr.c */

powermgr_resume(inl(PSSR_V));
#endif * USE_POWERMGR */
#ifdef CLOCKDEBUG

printk(* After powermgr_resume: LCRR3: %x \n", LCCR3);
#endif /* CLOCKDEBUG */

return retval;

}

static inline void sa1100_disable_switching(void)

{

clock-sf\%\ﬁ{]gi-ringﬁvmat”e—( mcr pl5, 0, r0, c15, c2, 2”); /*disable
__asm__ _ volatile_ (“mov rl, #0xe8000000");
__asm___ volatile_ (“add rl, rl, #0x00050000");
__asm__ __ volatile__ (“Idr r0, [r1]"); /* force a cache miss */

/*rl points to a uncacheable address */

}

static inline void sa1100_enable_switching(void)

{
asm(“mcr pl5, 0, r0, c15, c1, 2"); *renable clock switching*/

}

static inline int clock_full(void)

sall100_enable_switching();
coproc_switching_disabled = 0;
return O;
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