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Abstract

This paper addresses the problem of Thai proper name identification. To identify Thai proper names,
we have to solve two problems; (1) Word boundary problem (Thai has no explicit word boundary delimiter), (2)
Category problem (Find the right categories such as person, location or organization names). We propose a
feature-based approach for Thai proper name identification. A feature can be anything that tests for specific
information in the context around the word considered, such as context words and collocations. To automatically
extract such features from a training corpus, we employ a learning algorithm, namely Winnow. Our approach
works successfully with about 92% accuracy.

1. Introduction

Thai proper name identification is necessary in many tasks of Natural Language Processing such as
machine translation, information retrieval etc. In this paper, we will not only locate Thai proper names, but also
determine their categories, namely person names, organization names or location names. To locate proper names
in Thai, we solve both word boundary problem and category problem. We propose a feature-based approach to
solve both problems at the same time. Although feature-based approaches have already been applied in several
fields of Natural Language Processing, they have not been employed in proper name identification. A feature can
be anything that tests for specific information in the context around the target proper name, such as context
words and collocations. The idea is to learn several sources of features that characterize the contexts in which
each proper name tends to occur. The Winnow algorithm is employed in our task for extracting such features.
We then combine these features to identify proper name boundary and proper name category by selecting the
segmentation of known and unknown words that yields the most probable sequence of words for a given context.

2. Characteristics of Thai proper names

Thai proper names can be classified into many types, but we focus on three main types which are
person, organization and location names. Various forms of proper names are formed by the combination of
known and unknown strings. For example, (see Table 1.)

Thai proper name form Thai proper name examples

L. Only Unknown String ueuiu & ugs & qid & uasd

II. Unknown Strings + Known Words amil ¢ asinae ¢ lulaswses

J
U A

IIL. Only Known Words auvig & nunws ¢ 39AnA

Table 1. Example of Thai proper names

In Table 1, The strings that are printed in bold or bold italic characters are known words and the others are
unknown strings. Then we classify proper names into 2 types; (1) Proper name type I that is composed of
unknown strings (I, II in Table 1), and (2) Proper name type II which is composed of only known words (III in
Table 1). To find proper names of both types, we propose the methods to generate candidates for proper names
as follows.



2.1 Generating candidates of proper names:

We propose two heuristics to generate candidates for both types of proper names. After all candidates
are generated, the best candidate and its category will be selected by Winnow algorithm. Winnow will be
described in the next section.

Proper name type I heuristic:

In case that a string does not exist in the dictionary, candidates of proper names will be created by
merging words around that unknown string and the string itself into a new string. All combinations within +/- K
words around the unknown strings are generated as candidates. We can define the equation for creating proper
name candidates in Figure 1.

In case that there are many unknown strings, the nearby unknown strings will be grouped into a single
unknown string to be used as a candidate if they are separated by a word composed of less than three characters.

Sentence = wiwz.. WaUWb...Wn wi € Dictionary , U ¢ Dictionary
n = number of words in the sentence .
PN = set of proper name candidates .
& = null string .
K = constant value
PN ={aUB|lac A, B } where A ={wa 1.a,ic[0,K] }U{s}
B = {WI;,I; i€ [O,K]}U {8}

Wi, j=Wi...Wwj i< j

Figure 1: Equation for generating proper name type I candidates

Proper name type Il heuristic:

On the other hand, if all words are in the dictionary, the words that falls into one of the following two
categories will be selected.

Let Sentence = w;w,...w, be the input sentence, w; be a word in the sentence, and t; be the part-of -
speech tag of the word w;. The word that will be selected as a proper name candidate is:

o the word that has P( wjlt; ) less than a threshold, or

o the word that has P(tjt;.;,t;») less than a threshold.

In case that P( wilt; ) is less than a threshold the w; will be considered as a proper name. In case that the
probability P(tjt.;,t.,) of W is less than a threshold, not only w; but also w;; and w;, must be considered as
proper names because the less-than-threshold probability of w; may come from w;.; or w;,. We can define the
equation used to create proper name candidates as in Figure 2.

Sentence = wiwz...\Wa ... Wn - 1Wn wi € Dictionary

wa is the word that has probabiliy less than threshold
n = number of words inthe sentence .

PN = set of proper name candidates .
& =null string. K = constant value

PN :{aW,[;’|aeA,,[;’eB } where A :{wafl;af],ie[O,K] }U{g}

B ={wa+1,a+i,i€[0,K]}U{é‘} Wi j=Wie. W 1< j
W =wa : P(wa|ta)<threshold or
W e {Wa —2.Wa -1, Wa} i P(ta|ta -1, ta - 2) < threshold

Figure 2: Equation for generating proper name type Il candidates

3. Winnow Algorithm

Winnow algorithm used in our experiment bases on the algorithm described in [Blum, 1997]. Winnow
is a neuron-like network (see Figure 3) where several nodes are connected to a target node. Each node called
specialist looks at a particular value of an attribute of the target concept, and will vote for a value of the target
concept based on its specialty; i.e. based on a value of the attribute it examines. The global algorithm will then
decides on weighted-majority votes receiving from those specialists. The pair of (attribute=value) that a
specialist examines is a candidate of features we are trying to extract. The global algorithm updates the weight of
any specialist based on the vote of that specialist. The weight of any specialist is initialized to 1. In case that the
global algorithm predicts incorrectly, the weight of the specialist that predicts incorrectly is halved and the



weight of the specialist that predicts correctly is multiplied by 3/2. The weight of a specialist is halved when it
makes a mistake even if the global algorithm predicts correctly.

Welght ( ............................ Target node

Spe_gialist

Figure 3: The Winnow network.

In our experiments, to train the proper names and their categories, we select all sentences containing
proper names and assign their categories. The context around the proper name is used to form features in
identifying the proper name. Similar process is done for any word, which are not proper names. The features
used are the context words and collocations. Context words used in our experiment are within +/- 10 words from
the target word. Collocations are a pattern of up to 2 contiguous words and/or part-of-speech tags around the
target word. After Winnow is trained, the resulting network is used to rank the score of candidates in our system.
The best score candidate will be selected as the answer.

4. An overview of the system
Our algorithm for identifying proper names consists of four steps as follows: (see Figure 4)

Sentence
v

Word Segmentation

Corpus N-best sentence
A 4
l Generating Candidates
Winnow .
New sentence with proper

| name candidates
Network

Tagging POS

>
v

Proper names & their categories

Figure 4: Proper Names Identification System

1. Word segmentation

For each input sentence, probabilistic trigram model [Kawtrakul, 1995] is applied to separate the
sentence into words and to assign their parts of speech, and N-best segmented sentences are then
selected as candidates. The probabilistic trigram model, that generates the N highest probable

sentences, can be described formally as follows:
Let sentence = c,c;...c,, be an input character string, W; = wyw,.w, be a possible word
segmentation, and 7; = f15,..t, be a sequence of parts-of-speech tag. Find N-best #; which have the

highest probability

PW)=> PW:,T)
= ZHP(Z‘/ | ti-1,ti-2)* P(wi|t)

where P(t)t;.; t.,) and P(wjt;) are computed from the corpus.



3.

For example, C = wraauil liduainauau. The results of our word segmentation algorithm of which
the format is w\/t; wy/t, ... w,/t, are shown as follows:

1. WVIYNTTL 19/NCMN ufi/NPRP 11/VACT @u/VACT @1n/PPRS au/NCMN 1a1U/ADVN

2. WIYNTTL 19/NCMN ufi/NPRP 11/VACT @iu/VACT @1/CNIT nan/VATT 1aU/ADVN
The part-of-speech tags in the example are described in [Sornlertlamvanich, 1997].

Generating candidates of proper name

From the result of step 1,we generate all candidates of proper names by the proper name type I
and proper name type Il heuristics described in Section 2.

For example, in the first sentence from step 1 the third word, uil, is an unknown word. Therefore,
we use the equation in Figure 1 to generate candidates. Then Wil will be U in that equation. If we use
K=2, the A and B will be {&, 19, wrua } and {&, 14, 11liAiv } respectively and all candidates are shown
in Table 2.

No a (aed) P (PeA) Candidates (aUp)
L. c c Uil

2. & th uﬁwl‘ﬂ

e i@ uiiliidu
41 & Uil

S i T auiilal

6. |19 lildu uil liiau

T an & I

8. |y T4 waaudily

% | waw Tidu waaui lildu

Table 2: Proper Name Candidates
Tagging part of speech

The new sentences will be formed by combining candidates that are obtained from step 2 with the
remaining words in the original sentence. The part-of-speech tags of words in each sentence will be
reassigned by the trigram tagger. The proper name tokens are assumed to be a proper noun. part-of-
speech trigram can be defined as the following:

Let W be a sequence of words w,..w,, and T; be a sequence of part-of-speech tags ¢,..t,. Find T;
that maximizes P(7; | W):

T =argmax P(Ti | W)
Ti

=argmax P(ti | ti-1,ti - 2) * P(wi| ti)

For example, the first sentence from step 1 after combining its candidates (see Table 2) and the
remaining words, the results are shown in Table 3. Each word was assigned part-of-speech tag by using
part-of-speech trigram model and the target word was proper noun tag (NPRP) because of our
assumption. Let 7, be part-of-speech tag.

1. W/t, 19/t W/NPRP 14)/6; @/e, ann/ts aules iau/t,

2. W/t 10/t Wi W/NPRP @1/t 010/t, ad/ts 18/t

3. W/t 10/t Wi AW/ NPRP a1/t au/t, 1@/

4. W13/t 1UH/NPRP 11/t 101/8 an/t, an/ts au/t

5. W19/t U U/NPRP 18U/, a10/t; au/t, van/ts




6. 119/t U IUIAW/NPRP 10/t au/t; 1@/t

7. Waui/NPRP W/t @1/6 a0/t au/e, w@u/ts

8. i lU/NPRP 1@u/s, a0/, au/s; 1au/z,

9. wuaui @4/ NPRP an/z, an/t, 1@/t

Table 3: The new sentences (the bold words are proper name candidates)

4. Predicting by Winnow

The sentences from step 3 will be sent to Winnow. The proper name candidates are the target
words. The surrounding words and their part-of-speech tags are the context words and collocations.
After that, every sentence will be scored by Winnow. Then, the sentence with the highest score will be
selected as the answer.

For example, in the first sentence from Table 3, Uil is the target word. The context words are 419
AL ,Vlﬂ AAY A0 a1 and 181, The words , ¥19 19 11) 1A, and the part-of-speech tags .t; #, £ t4, are
considered as collocations. Winnow will give the score to this sentence and predict the category of
proper name candidate. Similarly, the remaining sentences will be processed. Then every sentence has a
score and the highest-score sentence will be selected as the answer. In our example, the fourth sentence,
w1 uil 11/ 181 @10 aw 1aw, will be the answer and the category of 191l will be person name.

5. Preliminary results

A 5,000-sentence corpus was used in our experiment. Every sentence, which was manually separated
into words and their parts of speech, was tagged by linguists. The resulting corpus is seperated into 2 parts; the
first part about 80% of corpus is utilized for training and the rest is employed for testing. The accuracy on
training set and test set are 96.12% and 92.17%, respectively.

6. Conclusion

Feature-based Proper Name Indentification in Thai was presented in this paper which can identify the
proper names that combine various forms of known words and unknown strings. The experimental result shows
that context words and collocations can be effectively used to find proper names and their categories, and
Winnow is an efficient algorithm to apply in this task.
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