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Abstract
The motion of a non-rigid scene over time imposes more

constraints on its structure than those derived from images
at a single time instant alone. An algorithm is presented
for simultaneously recovering dense scene shape and scene
flow (i.e., the instantaneous 3D motion at every point in the
scene). The algorithm operates by carving away hexels, or
points in the 6D space of all possible shapes and flows that
are inconsistent with the images captured at either time in-
stant, or across time. The recovered shape is demonstrated
to be more accurate than that recovered using images at
a single time instant. Applications of the combined scene
shape and flow include motion capture for animation, re-
timing of videos, and non-rigid motion analysis.

1 Introduction
The image of a rigid object varies in a highly constrained

manner as either the object or camera moves. This simple
observation has led to a large body of techniques for recon-
structing rigid scenes from multiple image sequences. (See,
for example,[Waxman and Duncan, 1986, Young and Chel-
lappa, 1999, Zhang and Faugeras, 1992].) The problem of
modelingnon-rigid scenes is far less well-understood, an
unfortunate fact given that much of the real world moves
non-rigidly. A major difficulty is the lack of general-purpose
constraints that govern non-rigid motion. Previous research
has therefore focused on specific objects and motions, such
as global parametric models[Metaxas and Terzopoulos,
1993], cardiac motion[Pentland and Horowitz, 1991], ar-
ticulated figures[Bregler and Malik, 1998], faces[Guenter
et al., 1998], and curves[Carceroni and Kutulakos, 1999].

Rather than making strong assumptions about the com-
plexity of the motion, we propose instead to use two very
general constraints, namely that (1) a fixed point on an ob-
ject projects to pixels of approximately the same color in
all images at consecutive time instants, and (2) the motion
between frames is bounded. The first constraint is an exten-
sion of the notion of photo-consistency, introduced in[Seitz
and Dyer, 1999], to time-varying scenes. The second con-
straint imposes a weak regularization criterion that improves
reconstruction accuracy without penalizing complex shapes
or motions. To enable recovery of dense shape and motion
data, we assume that the scene is imaged at each time instant
from at least two known viewpoints.

While shape models can be recovered using photo-

consistency at a single time instant, we instead propose to in-
tegrate the computation of shape and motion using the com-
bined images at two time instants. The advantages of this
approach are two-fold. First, in addition to recovering shape,
our approach computesScene flow(defined as the instanta-
neous motion for every point on the surface, see[Vedula
et al., 1999]). Knowledge of motion data such as scene
flow has numerous potential applications ranging from mo-
tion analysis tasks, to motion capture for character anima-
tion. Second, integrating the recovery of shape and motion
into one procedure should produce superior shape estimates
compared to models obtained from images taken at a single
time instant.

We work in the 6D space of all possible scene shapes
at two time instants, and the scene flow that relates them.
We define ahexelas a point in this 6D space, characterized
by the beginning and ending position of a fixed point on an
object. The shape and motion of a scene is a 2D manifold
in this 6D space (strictly only in the continuous case, and
only to well-behaved surface patches and motions). We for-
mulate the problem of simultaneously computing shape and
motion as one of determining which points in the 6D space
lie on this 2D space-time manifold. Our algorithm operates
by carving awayhexels that do not lie on the manifold. In
particular, a hexel is carved if it corresponds to points at the
two time instants that are not photo-consistent, i.e., whose
projections do not agree in all images at both time instants.

This approach is closely related to the occupancy deci-
sions made by volumetric stereo algorithms such as[Seitz
and Dyer, 1999] and[Kutulakos and Seitz, 1999]. The key
component of most volumetric algorithms is the representa-
tion of the volume of the scene. Many algorithms use the
concept of adisparity space[Scharstein and Szeliski, 1998],
the basis for which dates back to the work of Marr and Pog-
gio [1979]. In several other approaches, the scene is rep-
resented as a set of rectangular voxels[Chen and Medioni,
1999] [De Bonet and Viola, 1999]. The volume can also be
represented as the mesh graph defined by these voxels[Roy
and Cox, 1998] or by sweeping a plane through it[Collins,
1996]. In this paper we work in a 6D space which represents
the volume of a scene at two consecutive time instants. This
allows us to enforce photo-consistency over both space and
time simultaneously.

We demonstrate the validity of our approach empirically
by recovering shape and instantaneous scene flow on real
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Figure 1:An illustration of the 6D space of hexels. A hexel can be regarded as a pair of corresponding 3D voxels, one at each time instant.
The 6D hexel(x1; y1; z1; x2; y2; z2) defines the two voxels:(x1; y1; z1) at t = 1 and(x2; y2; z2) at t = 2. It also defines the scene flow
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1) that relates them. Estimating instantaneous scene shape and motion can be posed as
deciding which hexels to carve and which to reconstruct. A hexel is reconstructed if the voxels that it corresponds to are photo-consistent,
both separately at the two time instants, and together across time. If a hexel is reconstructed, the two voxels that it corresponds to are both
reconstructed and the scene flow between them calculated as above.

image data. We compare our shape results to the shape com-
puted at a single time instant by 3D space carving[Seitz and
Dyer, 1999]. These results show that the recovered model
using our 6D carving algorithm contains fewer outlier vox-
els. We also demonstrate that the scene flow that is com-
puted is consistent with the motion.

The rest of this paper is organized as follows. Section 2
introduces the framework for representing shape and mo-
tion in a 6D space and defines 6D photo-consistency. Our
6D carving algorithm is presented in Section 3. Section 4
presents experimental results obtained by applying this al-
gorithm to a set of image sequences from a multi-camera
3D room. Section 5 concludes the paper with a discussion.

2 The 6D Space of Scene Shape and Flow
If a scene point moves fromx1 = (x1; y1; z1) at t = 1

tox2 = (x2; y2; z2) = (x1 +�x1; y1 +�y1; z1 +�z1) at
t = 2, there are two natural ways of representing the space
of possible scene shapes and flows. One possibility is the
asymmetric 6D space of all 6-tuples:

(x1; y1; z1;�x1;�y1;�z1): (1)

Here, the shape(x1; y1; z1) at time t = 1 and the scene
flow (�x1;�y1;�z1) uniquely determine the shape at time
t = 2, as above. The second possibility is the symmetric 6D
space of 6-tuples:

(x1; y1; z1; x2; y2; z2): (2)

Here, the shapes at the two times uniquely determine the
flow (�x1;�y1;�z1) = (x2 � x1; y2 � y1; z2 � z1).

We chose to treat both time instants equally and work in
the symmetric space because it turned out to be more natural

for our algorithm. One advantage of the asymmetric defini-
tion, however, is that the space can be kept smaller, since
�x usually has a much smaller range of magnitudes thanx.
The asymmetric representation may therefore be more natu-
ral for other algorithms, particularly ones such as[Vedulaet
al., 1999] that first compute shape att = 1 and then compute
scene flow and predict shape att = 2.

A hexel is a 6D vector of the form in Equation (2), anal-
ogous to a voxel in 3D. Figure 1 contains an illustration of
the 6D hexel space. The hexel space is the Cartesian prod-
uct of the two voxel spaces; i.e., it is the set of all pairs of
voxels, one at each time instant. A hexel is a single entity
that defines one voxel at each time, and the scene flow that
relates them. Therefore, it does not exist at either time, but
simultaneously at both.

A surface that moves continuously fromt = 1 to t = 2 is
a 2D manifold in the 6D hexel space. The manifold implic-
itly includes information on the instantaneous motion, in ad-
dition to the shape of the surface. However, manifolds only
exist in the continuous domain. Therefore, when we work
with discrete hexels, we attempt to find an approximation of
the manifold as a 2D subset of hexels.
2.1 6D Photo-Consistency

Suppose that the scene is imaged by the camerasPi. The
image projectionui = (ui; vi) of a scene pointx = (x; y; z)
by cameraPi is expressed by the relationui = Pi(x). The
images captured by theith camera att = 1 andt = 2 are
denotedI1

i
(ui) andI2

i
(ui) respectively.

A hexel (x1; y1; z1; x2; y2; z2) is said to bephoto-
consistentif (x1; y1; z1) and(x2; y2; z2) project to pixels of
approximately the same color in all of the images that they
are visible in. Note that this definition of photo-consistency
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is stronger than that introduced in[Kutulakos and Seitz,
1999] because it requires that the points have the same color:
(1) from all viewpoints and (2) at both instants in time. The
first requirement assumes a Lambertian surface model and
the second assumesbrightness constancy, a standard as-
sumption for small scene motion.

Algebraically, we define hexel photo-consistency using
the following measure:
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(3)
Here,Var(�) is the variance of a set of numbers andVist(x)
is the set of camerasPi for which x is visible at timet.
Clearly, a smaller variance implies a greater likelihood that
the hexel is photo-consistent.

Many other photo-consistency functions could be used
instead, including robust measures. One particularly nice
property of the variance, however, is that the 6D space-time
photo-consistency function can be expressed as a combina-
tion of two 3D spatial photo-consistency functions. If we
store the number of camerasnt = jVist(xt)j, the sum of the
intensitiesSt = �iI

t

i
(Pi(xt), and the sum of the squares

of the intensitiesSSt = �i[It

i
(Pi(xt)]2 for the two spaces

(xt; yt; zt), t = 1; 2, then the photo-consistency of the hexel
(x1; y1; z1; x2; y2; z2) is:

SS1 + SS2 � (S1 + S2) � (S1 + S2)

n1 + n2
: (4)

Hence, the 6D photo-consistency measure in Equation (3)
can be represented in memory as a collection of 3D func-
tions, and can be quickly computed when needed from the
stored representation using Equation (4).
2.2 6D Hexel Occupancy

The next step is to develop an algorithm to compute
scene shape and flow from the photo-consistency function.
In particular, we need to determine which hexels (see Fig-
ure 1) represent valid shape and flow; i.e., for which tuples
(x1; y1; z1; x2; y2; z2) there is a point(x1; y1; z1) at time
t = 1 that flows to(x2; y2; z2) at timet = 2. Thus, the re-
construction problem can be posed as determining a binary
hexel occupancy function in the discretized 6D space.

For each hexel there are therefore two possibilities; either
it is reconstructed or it is carved. If it is reconstructed, the
two voxels that it corresponds to are both reconstructed and
the scene flow between them is computed. In this case, the
hexel can be thought of as having a color; i.e., the color of
the two voxels (which must be roughly the same if they are
photo-consistent across time). If a hexel is carved however,
it does not imply anything with regard to the occupancy of
the two voxels; it just says that this particular match between
the two is a bad one. For a voxel to be carved away, an entire

3D subspace of hexels (which corresponds to all possible
flows for this voxel) has to be searched, and no valid match
found.

We estimate the hexel occupancy function via a 6D carv-
ing algorithm; i.e., we initially assume that all of the hexels
are occupied, meaning that no shape and flow hypotheses
have been eliminated. We then remove any hexels that we
can conclude are not part of the reconstruction. The result
gives us an estimate of the scene shape at both time instants
and the scene flow relating them.

Before describing our algorithm we briefly review the 3D
carving algorithm of[Kutulakos and Seitz, 1999].

2.3 Review: Space Carving in 3D
In space carving the decision whether to carve a voxel is

simple; a voxel is carved if its photo-consistency is above a
threshold, otherwise the voxel is retained. The major contri-
bution of the paper is its treatment of visibility. As can be
seen from Equation (3), photo-consistency cannot be com-
puted until the set of cameras that view the voxel is known.
This visibility, in turn, depends on whether other voxels are
carved or not. In space carving, decisions for the voxels are
ordered in a way such that the decisions for all potential oc-
cluders are made before the decision for any voxel they may
occlude.

A special case is when the scene and the cameras are sep-
arated by a plane. Then the carving decisions can be made
in the correct order by sweeping the plane through the scene
in the direction of the normal to the plane. To keep track of
visibility, a collection of 1-bit masks are used, one foreach
input image. The masks keep track of which pixels are ac-
counted for in the reconstruction. Foreach voxel considered,
the color from a particular camera is only used if the mask
at the pixel corresponding to the projection of the voxel has
not already been set, implying that no other voxel along the
line of sight is occupied. If the voxel is reconstructed (not
carved) the pixels that it projects to are masked out in all of
the cameras.

3 A 6D Slab Sweeping Algorithm
Our algorithm is a generalization of the 3D plane-sweep

algorithm just described. It operates by sweeping aslab (a
thickened plane) through the 3D volume of the scene. The
slab is swept through the space simultaneously for botht =
1 andt = 2, as is illustrated in Figure 2. (In the figure, the
slab sweeps from top to bottom.) For each position of the
slab, all of the voxels on the top layer are considered and
a decision made whether to carve them or not. We assume
that the cameras and scene can be separated by a plane, so
the shape and motion are simultaneously recovered at both
times in a single pass sweeping the slab through the scene.

We also assume that there is an upper bound on the mag-
nitude of the scene flow, and set the thickness of the slab
to be this value. At any particular voxel, we therefore only
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Figure 2:An illustration of the 6D Slab Sweeping Algorithm. A thick plane, orslab, is swept through the scene simultaneously for both
t = 1 andt = 2. Occupancy decisions are made for each voxel on the top layer of the slab by searching the other time instant to see
whether a matching voxel can be found. While the set of cameras visible to any voxel above the slab is known, the visibility of voxels in
the slab (except for the top layer) needs to be approximated. See Section 3.1 for more details.

need to consider hexels for which the other endpoint is either
in the slab, or above the slab by a distance less than the width
of the slab. This saves us from having to consider the entire
3D subspace of hexels that have this voxel as an endpoint.
We describe the algorithm for the voxelx1 = (x1; y1; z1) at
t = 1, as is shown in the figure. The steps fort = 2 are of
course the same, switching the roles oft = 1 andt = 2. For
each position of the slab, we perform the following steps for
each voxel in the top layer.

1. Compute the visibility and color statistics: The vis-
ibility of x

1 is computed by projecting it into the
cameras. If the pixel it projects to is already masked
out (as in 3D space carving),x1 is occluded in that
camera. Otherwise, the color of the pixel is incorpo-
rated into the color statisticsn1, S1, andSS1 needed
to compute the photo-consistency using Equation 4.

2. Determine the search region:The search region is ini-
tialized to be a cube at the other time, centered on the
corresponding voxel. The length, width, and height of
the search region are all set equal to twice the max-
imum flow magnitude. This cube is then intersected
with the known surface above the slab. (See Figure 2.)
The search region defines a set of hexels to be searched,
each of which corresponds to a possible hypothesis for
the scene flow ofx1.

3. Compute all the hexel photo-consistencies:The com-
bination ofx1 and each voxel in the search region cor-
responds to a hexel. Foreach such hexel, the visibili-
ties and color statistics of the voxel being searched are
computed and combined with those forx1 using Equa-
tion 4 to give the photo-consistency value for this hexel.

(Computing the visibility for the voxel in the search re-
gion is non-trivial: if the voxel is above the slab, the
visibility is known and was already computed when the
voxel was in the top layer. But if the voxel is in the slab,
it is impossible to compute the visibility without carv-
ing further into the scene. This step is involved and is
described in Section 3.1.)

4. Hexel carving decision:The hexel with the best photo-
consistency value is found. If its photo-consistency is
above a threshold, all of the hexels in the search re-
gion are carved. This also means that the voxelx

1 is
carved. Otherwise, the best matching hexel is recon-
structed, which means thatx1 and the corresponding
voxel at the other time are reconstructed and the scene
flow between them computed. All of the other hexels
are carved (a step which is equivalent to eliminating all
of the other flow possibilities forx1.)

5. Update the visibility masks: If x
1 was reconstructed

(not carved) it is projected into all of the cameras. The
masks at the projection locations are set. (The masks in
the cameras for whichx1 is not visible will already be
set and so are not changed by this operation.)

3.1 Visibility Within the Slab
It is easy to show that it is impossible to determine the

visibility below the top layer in the slab without first carving
further into the slab.

Theorem 1 Apart from the cameras which are occluded by
the structure that has already been reconstructed above the
slab, it is impossible to determine whetherany of the other
cameras are visible or not for voxels below the top layer
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(and that are not on the sides of the slab) until some occu-
pancies in the top layer or below are known.

Proof: For any voxel below the top layer, if all of the vox-
els on the top layer and the sides of the slab turn out to be
occupied, none of the cameras will be visible. On the other
hand, if all of the voxels below the top layer turn out not to
be occupied, all of the cameras that are not already occluded
will be visible. 2

Without making assumptions, such as that the visibility
of a point does not change between its initial and its flowed
position, we therefore have to carve into the slab to get an
approximation of the visibility. We do this by performing a
space carving in the slab, but with a high photo-consistency
threshold. This gives us a thickened estimate of the surface
because of the high threshold. A thickened surface will give
an under-estimate of the visibility (at least on the surface)
which is preferable1 to an over-estimate of the visibility,
which might arise if we chose a lower threshold and mis-
takenly carved away voxels on the true surface.

Space carving in the slab only defines the visibility on
or above the thickened surface. To obtain estimates of the
visibility below the thickened surface, we propagate the vis-
ibility down below the surface assuming that there are no
local occlusions between the thickened surface and the true
surface. This assumption is reasonable, either if the thick-
ening of the surface caused by the high threshold carving is
not too great, or if the range of motions (i.e., the size of the
search region) is small relative to the size of local variations
in the shape of the surface.
3.2 Properties of the Flow Field

The flow field produced by our algorithm will not, in gen-
eral, be one-to-one (bijective). This property, however, is
not desirable since it means that the shapes at the two times
must contain the same number of voxels. Contractions and
expansions of the surface may cause the “correct” discrete
surfaces to have different numbers of voxels. Hence, bijec-
tivity should not be enforced.

Ideally we want the flow field to be well defined for each
visible surface voxel at both time instants. That is, the flow
should be to a visible surface voxel at the other time. The
algorithm described above does not guarantee that the flow
field is well defined in this sense. It is possible for a voxel
that is reconstructed in Step 4 to later appear in the top layer,
but not be visible in any of the cameras. Such a voxel is not
a surface voxel and should not have a flow.

To make sure that flow field is only defined between vis-
ible voxels on the two surfaces, we add a second pass to
our algorithm. We perform the following two operations on
any voxels that were reconstructed by Step 4 and which later

1An under-estimate of the visibility is preferable to an over-estimate be-
cause under-estimates cannot lead to false carving decisions. On the other
hand, mistakenly using a camera could lead to the addition of an outlier
color and the carving of a hexel in the correct reconstruction.

turned out not to be visible in any of the cameras when they
appeared in the top layer:

6. Carve the hexel: Since this interior voxel is one end-
point of a reconstructed hexel, that hexel (and this
voxel) are carved.

7. Find the next best hexel:Find the corresponding voxel
at the other time (i.e., the one at the other end of the
hexel just carved) using the flow stored in this voxel.
Repeat Steps 2–4 for that voxel to find the next best
hexel (even if the photo-consistency of that hexel is
above the threshold). Since the slab has passed through
the entire scene once, the search region can be limited
to voxels known to be on the surface.

With this second pass, our algorithm does guarantee the
property that the flow field is only defined for surface voxels.
Note that guaranteeing this property is only possible in an ef-
ficient manner by assuming that if the best matching hexel
in Step 4 turns out to have an endpoint that is not on the sur-
face, then another hexel can be found in Step 7 that is also
photo-consistent (and for which the other endpoint is a sur-
face voxel). This assumption is reasonable since the other
endpoint of the best matching hexel will likely be close to
the surface to start with, and because thephoto-consistency
function should be spatially continuous.

This two-pass procedure may also be used to model any
inherent ambiguities in the motion field, such as theaperture
problem. For example, the aperture problem manifests itself
in the form of multiple hexels passing the photo-consistency
threshold test in Step 4 of the algorithm. Since all of these
hexels yield photo-consistent hypotheses for the flow, the
flow cannot be estimated without motion (smoothness) con-
straints. In our carving algorithm we choose the most photo-
consistent hexel to yield a unique flow at every reconstructed
voxel, followed by simple spatial averaging over a small
volume (3x3x3). Further investigation of how to impose
smoothness in the motion field, and in carving algorithms
in general, is left as future work.

4 Experimental Results
We tested our 6D carving algorithm on a collection of

14 image pairs (one att = 1, the other att = 2). The
image pairs are taken from different cameras viewing a dy-
namic event consisting of a man falling backwards in a
chair. The input image pairs from 3 of the 14 cameras
are shown for both time instants (after a simple background
subtraction step) in Figure 3. The motion is very approx-
imately a rotation, except for the legs (which are moving
outward somewhat faster than the rest of the scene). The
hexel grid was modeled as the Cartesian product of two
3D voxel grids of size 150x150x75. It therefore contains
1504x752 � 2:8� 1012 hexels. The maximum flow was set
to be 8 voxels (corresponding to 20cm in the scene). There-
fore the search region in Step 4 of the algorithm had a max-
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Time 1

Figure 3: Input sequence: Person falling back-
wards while sitting on a chair (640x480
images, background subtraction used to
approximately segment foreground)

Time 2

Figure 4: Reconstructions obtained using 6D Shape
and motion carving. Both shapes are recovered
simultaneaously using the 6D slab sweeping algo-
rithm

Figure 5: Comparison with 3D Space Carving.
The 6D spatio-temporal constraints eliminate
artifacts near the feet, and also remove other
stray voxels that don’t have a consistent motion.

Figure 6: Examples of the computed scene flow, shown as
needle maps with a sphere drawn at the tip of the flow vec-
tor. The backward motion of the head, and upward motion
of the right foot are captured by the scene flow vectors.

Time 1 Time 2

(a) Close up of shape reconstructed by Space Carving

(b) Close up of shape reconstructed by 6D Carving

Time 1 Time 2
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imum size of 16x16x16 voxels. This reduces the number of
hexels considered to1502x75x163 � 6:9� 109.

Figure 4 shows two views of the shapes obtained by the
6D carving algorithm at the two time instants. The shapes
are obtained simultaneously after a 6D slab sweep, and a
second pass to enforce the surface flow properties described
in the previous section. (The reconstruction consists of ap-
proximately60; 000 hexels. The running time was 20mins
on an R10000 SGI O2 and uses 250MB of memory.) Fig-
ure 5 compares the reconstruction obtained by 3D Space
Carving, with that obtained by our algorithm on a close-up
of the right foot of the person. Since the foot is moving
upwards, the additional spatio-temporal constraints in the
6D carving algorithm remove some of the artifacts. In addi-
tion, a number of the outlier voxels that are reconstructed by
space carving are correctly carved by our algorithm because
they do not have a consistent motion.

Figure 6 shows the computed scene flow. The scene flow
vectors are displayed as needle maps with a sphere drawn
at thet = 2 endpoint ofeach vector. For clarity, these are
only displayed at a small subset of the voxels. Looking at
the direction of the vectors and their position on the shapes
at both time instants, it can be clearly seen that they capture
the upward motion of the right foot and the backward motion
of the head.

5 Discussion
We have described an algorithm for the simultaneous

computation of scene shape and scene flow across two time
instants, which operates by carving hexels in the 6D space
of shapes and flows. A hexel is carved if the two points that
it corresponds to project to image pixels that are not jointly
photo-consistent across both times. We have shown that in-
corporating these spatio-temporal constraints can improve
the reconstructed shape.

One major weakness that our algorithm shares with 3D
space carving is that it does not guarantee that the recov-
ered shape is continuous. In addition, because the flow is
estimated individually for every voxel, the flow field is not
as smooth as it would be otherwise. We are currently in-
vestigating which motion conditions provide the most addi-
tional information for improving shape. We are also inter-
ested in ways of enforcing smoothness by evolving local 2D
representations of the scene under forces derived from the
6D photo-consistency measure, in a similar manner to that
described in[Faugeras and Keriven, 1998].
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