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Abstract

The notion of a virtual sensor for optima 3D reconstruc-
tionisintroduced. Instead of planar perspective images that
collect many rays at a fixed viewpoint, omnivergent cam-
eras collect a small number of raysat many different view-
points. The resulting 2D manifold of rays are arranged into
two multiple-perspective images for stereo reconstruction.
We call such images omnivergent images, and the process
of reconstructing the scene from such images omnivergent
stereo. This procedureis shown to produce 3D scene mod-
els with minimal reconstruction error, due to the fact that
for any point in the 3D scene, two rays with maximum ver-
gence angle can be found in the omnivergent images. Fur-
thermore, omnivergent images are shown to have horizontal
epipolar lines, enabling the application of traditional stereo
matching algorithms, without modification. Three types of
omnivergent virtual sensors are presented: spherical om-
nivergent cameras, center-strip cameras and dual-strip cam-
eras.

1 Introduction

Planar perspective images have long been the primary sub-
strate of computer vision algorithms, due to the ease of ac-
quiring such images from conventional cameras. The last
few years, however, have seen a growing interest in funda-
mentally new types of image representations for a variety
of applications in computer vision and computer graphics.
Such new representations include mosaics [1, 2, 3, 4] that
encode radiance information from all angles converging at
asingle optical center, as well as non-perspective represen-
tations like light fields [5], lumigraphs [6], multiperspec-
tive panoramas [7], and manifold mosaics [8]. These new
image representations can be derived from one or more con-
ventional images or acquired directly from new imaging de-
vices, e.g., catadioptic cameras [9]. In the former case, we
can think of derived images as representing the output of a
virtual sensor with certain characteristics.
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The emergence of these new types of images suggests
a powerful new paradigm for solving computer vision
problems—rather than adapting the algorithm to suit the im-
age, we can modify the image to best suit the algorithm.
This approach has a powerful advantage: it becomes possi-
ble to boost the performance of a specific vision algorithm
or even an entire class of agorithms by providing input
data that is carefully crafted to improve the performance
of the target algorithm(s). To demonstrate this approach, in
this paper we formulate a new type of virtual sensor that is
specifically designed to optimize the performance of stereo
reconstruction algorithms.,

Our approach is motivated by the fact that perspective
image sequences are poorly suited as input for 3D recon-
struction tasks for a variety of reasons. First, image se-
guences are highly redundant and represent scene appear-
ance in a form that is difficult to process. Second, stor-
ing, transmitting, and processing long image sequences at
high-resolution is cumbersome and computationally expen-
sive on today’s computer workstations. Third, traditional
and multi-baseline stereo algorithms do not easily scale to
handle hundreds or thousands of input images. In contrast,
an idea sensor would sample scene radiance in a manner
that is designed to optimizethetask of scene reconstruction.
Furthermore, imagesfrom such a sensor would be amenable
to efficient processing with scanline stereo algorithms.

To accomplish these objectives, we introduce a virtua
sensor called an omnivergent camera that has the following
properties:

e Omnivergence: every point in the scene is imaged
from two cameras that are vergent on that point (see
Fig. 1) with maximum vergence angle. This strategy is
shown to simultaneously optimize the reconstruction
accuracy of every point in the scene.

e Uniform Accuracy: scene radiance is sampled uni-
formly in al directions, yielding isotropic depth res-
olution. In contrast, stereo reconstructions obtained
from planar or panoramic [10, 11] images are shown
to generate strongly biased (non-isotropic) scene re-
constructions.



e Compactness: radiance information from hundreds or
thousands of input imagesis distilled into two or more
composite images, thereby reducing an N-view recon-
struction problem to a binocular stereo matching task,
with minimal loss of accuracy.

e Boosting Property: dueto their linear epipolar geom-
etry, omnivergent images may be used directly asinput
to existing stereo algorithms, providing an algorithm-
independent mechanism for optimizing reconstruction
accuracy.

The idea behind the omnivergent camera is as follows,
suppose you are given the task of providing two images as
input to abinocular stereo matching algorithm, with the ob-
jective of obtaining the most accurate possible scene recon-
struction. Suppose further that you can acquireimagesfrom
asmany viewpointsasyou like, but may store at most atwo-
dimensional set of pixels (viewing rays) from which to con-
struct the two images (note that the space of all viewing rays
isfive-dimensional [10]). Finally, you should construct im-
ages that satisfy the constraints of most stereo algorithms,
i.e., epipolar lines should correspond to horizontal lines in
the image.

Given this objective, which viewpoints and viewing rays
would you select to form your images? In this paper, we
demonstrate that the answer can be obtained on a point-by-
point basis: for each 3D scene point P, we wish to choose
the best pair of views from which to reconstruct P. Given
certain assumptions, these views correspond to the two
cameras that are vergent on P and for which the vergence
angle is maximized. This strategy can be shown to yield
a 2D manifold of rays that, when arranged into two im-
ages, produce the best possible stereo reconstruction. These
two images can be thought of as an omnivergent stereo pair,
output from a virtual sensor that is simultaneously vergent
on every point in the scene. We call such images omniver-
gent panoramas, and the process of reconstructing the scene
from such images omnivergent stereo.

This work was inspired by recent work on stereo from
panoramas[10, 11]. The beauty of the panoramic stereo ap-
proach is that the same class of algorithmsthat have proven
effective for binocular stereo reconstruction can also pro-
duce 360° reconstructions, simply by changing the input to
the algorithm. However, stereo on panoramas has some crit-
ical shortcomings—first the epipolar geometry for cylindri-
cal panoramas is nonlinear, significantly complicating the
stereo search procedure [10]. Second, and more important,
we shall see that stereo on panoramic images does not pro-
duceafair reconstruction (accuracy is good in someregions
but extremely poor in others). These two limitations are
remedied by the omnivergent approach set forth in this pa-
per.

Two of the mosaic representations presented in this pa
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Figure 1. To reconstruct a point P with minimal uncer-
tainty, the omnivergent sensor captures two beams of maxi-
mal vergence anglethat contain P.

per, namely the center-strip and dual-strip varieties, were
independently discovered by Peleg and Ben-Ezra [12] for
the purpose of creating stereo panoramas for scene visual-
ization. A similar stereo panorama representation based on
rotating a stereo head was previously proposed by Huang
and Hung [13]. In both of these approaches, an explicit 3D
model is not computed, rather the images are visually fused
with stereo glasses to achieve a stereo effect. In contrast,
our objective is to obtain an explicit 3D scene reconstruc-
tion using stereo matching algorithms.

In the remainder of this paper, we describe the omniver-
gent stereo approach in detail. Section 2 introduces the om-
nivergent approach for the case of a 2D camera confined
to move within a circular region of the plane. Sections 3
and 4 generalize the analysis to 3D where a camera moves
along a sphere and a circle, respectively. Section 5 presents
a practical implementation by taking two symmetrical off-
centered dlit images from a regular camera rotating around
acircle. Several examplesof omnivergentimages are given,
with results of processing these images with existing stereo
algorithms. The paper concludes with a summary and fu-
ture work.

2 Omnivergent Imaging

Suppose you can move a camera anywhere within some
fixed region of space, with the objective of reconstructing
the scene outside of that region as accurately as possible.
Suppose further that you can acquire images from as many
viewpoints as you like, but may store only a fixed num-
ber of pixels, due to limitations in resources. Which pixels
would you save and from which cameras? In this section,
we study the case of a camera moving within a circular re-
gion of the plane, depicted in Fig. 1. In order to accurately
localize a point P, we argue that it is best to choose a pair
of cameras that are vergent on P with maximum vergence
angle. By choosing different cameras to reconstruct differ-
ent scene points, it is possible to model virtual sensor that



is simultaneously vergent on every point on the scene.

In this section, we introduce the omnivergent virtual sen-
sor, which maximizes the vergence angle for al pointsin
the scene, and compare its performance to other plausible
sensors for the specific case of a camera viewpoints within
acircle. A theoretical justification for why maximizing ver-
gence angle is desirable is given in the appendix. In our
terminology, a pixel captures a beam of rays, as shown in
Fig. 1, and the direction of the beam is defined to beits an-
gle bisector. Theintersection of two beamsis avoxel and a
virtual sensor with resolution N denotes a collection of NV
beams.

The central idea behind binocular stereo agorithms is
that the location of a point in the world is identified by
triangulation from corresponding pixels in two input im-
ages. Each pixel corresponds to a beam of viewing rays
that project to afinite region of the image plane. Given two
pixels in correspondence, one can deduce that the true lo-
cation of the point isin a particular voxel, corresponding to
the intersections of the two pixel beams (Fig. 1). Thisvoxel
represents the uncertainty of the reconstruction, since the
point may lie anywhere within the voxel region. For pur-
poses of visualization, it is convenient to assume that the
point is at the center of the voxel, corresponding to the in-
tersection of the two beam directions.

By plotting the voxel centers for a specified camera con-
figuration, we can visualize the spatial sampling of a par-
ticular virtual sensor and the quality of the resulting recon-
struction. Notethat if welimit the number of beams (pixels)
to N, thereis afinite number of possible beam intersections
and thus a finite number of voxels. To begin with, con-
sider the traditional binocular stereo configuration, of two
cameras oriented in a parallel or vergent configuration. A
critical shortcoming of this configuration is that it enables
reconstructing only the subset of the scene that isin front of
the cameras. A recently proposed solution is to use two or
more panoramic cameras [10, 11] instead. We can model
such a pair of panoramic images as representing the output
of asingle sensor with two focal points.

Fig. 2(b) shows the voxel centers for the binocular
panoramic sensor used in [10, 11], with 180 beams total.
Clearly, this approach yields very biased reconstructions, as
the voxels are distributed highly non-uniformly. In particu-
lar, the portion of the scene that lies near the line between
the two camera centersis reconstructed with relatively poor
accuracy, where the distance between voxel centersis much
higher than in other parts of the scene.

To improve uniformity, a natural idea would be to use
three cameras, as shown in Fig. 2(c-d). While the resulting
distribution of voxels is somewhat more uniform than the
binocular case, some portions of the plane are now covered
by three beams and others by two, yielding an uneven dis-
tribution of voxels. Fig. 2(e-f) captures only the rays of the
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Figure 2: Each virtual sensor at |eft represents a configura-
tion of pixel ray directions from cameras on a circle. The
intersections of these rays define a lattice of voxels whose
centers are shown at right. In each case, the sensor has 180
pixelstotal. (@) correspondsto a panoramic binocular cam-
erarig and (g) to an omnivergent sensor. (g) Incoming light
sensed along the rays tangent to a circle can be recorded in
two separate 1D images, one for the clockwise and one for
the counter-clockwise rays. Performing stereo matching on
these two omnivergent images yields a reconstruction with
optimal characteristics.
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Figure 3: Construction of spherical omnivergent images.
For any scene point P, we wish to choose a pair of cameras
in the sphere vergent on P with maximal vergence angle.
To achieve this godl, it is sufficient choose a revolute axis
L of the sphere and capture rays along the longitude lines
(@. (b) For any scene point P, there exists a pair of lon-
gitude rays vergent on P for which the vergence angle is
maximized over the entire sphere.

exterior angles of the triangle spanned by the three optical
centers. This configuration covers every point in the scene
by exactly two beams, and its voxel centersare more evenly
distributed. If we extend thisideato aregular n-gon instead
of atriangle, thenfor n = N we get the omnivergent sensor.
Notethat for afixed number of beams, the number of voxels
can vary for different sensors, due to the fact that not every
pair of beams will intersect. For the four sensors depicted
in the figure, the total number of voxels are approximately
2000, 3000, 3200, and 4000, respectively.

2.1 Omnivergent | mages

The omnivergent sensor of resolution [NV captures two sets
of N/2 beams, evenly spaced around the circle, pointing in
the direction of the tangents. Half of these we call forward
and the other half backward tangents, according to whether
the ray pointsin the clockwise or counter clockwise direc-
tion, respectively (Fig. 2(g)). Recording the forward tan-
gents in one image and the backward tangents in another
yields two one-dimensional omnivergent images. A corre-
spondence between pixels in these two images can be ob-
tained using standard stereo matching algorithms (restricted
to a 1D search). For any two pixels that correspond, we
know precisely which two beams are stored in these pixels,
and straightforward trigonometry locates the voxel of the
intersection between these two beams, yielding the recon-
struction and its associated uncertainty.

The omnivergent sensor hasthree key advantages. first, it
gives uniform angular accuracy over the entire scene. Sec-
ond, it reduces the N-view stereo problem to a binocu-
lar stereo problem, amenable to conventional stereo algo-
rithms. Third, it provides a mechanism for maximizing the
vergence angle for every point in the scene.

3 Spherical Omnivergent Stereo

In this section we generalize the analysis of 2D cameramo-
tion to 3D camera motion within a spherical volume. The
statement of the problem is similar to the planar case: sup-
pose you could move a camera anywhere within a closed
sphere and acquire as many images as you like. For any
given point P in the scene, you would like to choose a pair
of rays vergent on P such that the vergence angle is maxi-
mized. For any two points X and Y in the sphere, we define
the vergence angletobe / PXY'.

It is easily seen that the desired set of rays are tangent to
the sphere. For any given point P, the set of all raysfrom P
that graze the sphere defines a circle K p where these rays
intersect the sphere. The vergence angle is maximized by
choosing any pair of rays on opposite poles of K p:

Spherical Vergence Property: Let .S beasphere
with center C' and let P be a point outside S.
/PXY ismaximized for al points X and Y in
Swhen X andY areon Kp and X, Y, P, and C
are co-planar.

If we alow P to vary over the entire scene, it is evident
that capturing the incoming light along all tangent rays to
the sphere is sufficient to image every point in the scene
with two rays having maximum vergence angle. Note that
the set of all tangent raysis three-dimensional—in contrast,
the set of al rays from points within the sphere is four-
dimensional. Therefore, we can obtain a 3D omnivergent
image by storing tangent rays in a volumetric data struc-
ture. While some stereo algorithms have been devel oped to
process 3D image volumes [14, 15], storing and processing
3D images poses a daunting task. Fortunately, it is possi-
ble to further reduce the dimensionality to a 2D set of rays,
which we demonstrate next using a constructive argument.

Observe that a sphere can be generated by rotating a cir-
cle 180° about an axis L passing through the center of the
circle. The resulting set of circles correspond to the longi-
tudelines of aglobewith polar axis L, asshownin Fig. 3(a).
Each circle Cy liesin a plane I14, and the set of all such
planes defines a one-parameter family of circles about L
called a pencil [14]. Now consider a point P outside the
sphere. P must liein at least one planein the pencil; let I 4
be one such planet. Consider the two rays from P that are
tangent to C'y. Let X and Y be the two tangency points on
Cy. Note that these two rays are also tangent to the sphere
and therefore X and Y lieon K p. Since, X,Y and P dl lie
on II,, aplane that passes through the center of the sphere,
it follows from the vergence property that these two rays
yield the maximum possible vergence angle for al raysin
the sphere.

IPoints on I lie on al planes in the pencil.
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Figure 4: Construction of center-strip omnivergent images.

Consequently, it is sufficient to capture the 2D space of
rays corresponding to the tangentsto all circles C',. These
rays represent the subset of tangents to the sphere that lie
in the pencil defined by L. This construction ensures that
every point in the scene is captured by a pair of rays on the
sphere with maximum vergence angle. These rays may be
acquired and stored in ¢ — 6 images by moving acamerain
increments of an angle § aong C', and putting pixels corre-
sponding to tangent rays in arow vector. Stacking row vec-
tors for subsequent values of ¢ yields a spherical omniver-
gent image (SOI). Note that opposite sides of this image
corresponding to 8 = 0,360 and ¢ = 0, 360 are identified,
so the image has the topology of atorus.

3.1 Stereoon Spherical Omnivergent Images

We can capture all longitudinal tangent rays, shown in
Fig. 3(a) by capturing only the forward tangents to each of
the C'y circles and sweeping 360° degreesin ¢, yielding a
single ¢ — A image in which each point is imaged twice?.
Fig. 6(b) shows an example of an SOI image constructed in
thisway. Alternatively, we can construct an SOI stereo pair
by producing two hemispherical omnivergent images; one
for the forward tangents and one for the backward tangents.
The forward (backward) image is formed by choosing the
forward (backward) tangents to C', for a 180° rotation in
¢. For stereo matching, the latter construction is useful be-
cause it producestwo images directly (Fig. 7).

A key property of SOI'sis that their epipolar geometry is
identical to that of a pair of rectified plane-perspective im-
ages. In particular, corresponding points appear in the same
horizontal scanline of both images of the spherical stereo
pair. The epipolar planes for the SOI’s correspond to the
pencil II4 through L. To see why thisis true, observe that
al pointsin II, are imaged in the row of the SOI pair cor-
responding to C'y. The fact that SOI’s have linear epipolar
geometry is rather surprising, given the nonlinear geometry
underlying the construction of these images. However, this
property is extremely useful in that it enables spherical om-
nivergent images to be processed directly by existing stereo

20Observe that the 360° rotation of C' about L covers the sphere twice,
and that the tangents are “flipped” in the second pass.
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Figure 5: Construction of dual-strip images.

matching algorithms. To experimentally verify the horizon-
tal epipolar lines, we show the results of applying astandard
area-based correlation stereo algorithm to the stereo pair in
Fig. 7(c).

4 Center-Strip Stereo

Because it is difficult to move a camera over a spherical
surface, we have designed another variant of an omniver-
gent camera, called a center-strip omnivergent sensor, that
acquires only a single cameramotion along a circular path.
At each point on the circle, the camera captures incoming
light along the 1D space of rays that are orthogonal to the
circle radius, as shown in Fig. 4. When the optical axis of
the camerais tangent to the circle and camera Y-axis points
normal to the motion plane, these rays project to the center
strip (center column) of the image. Center strips from con-
secutive positions along the circle are placed in consecutive
columns of anew ¢ — 6 mosaic image called a center-strip
omnivergent image (COI), an example of whichisshownin
Fig. 6(c). COl's are instances of manifold mosaics [8] and
multi per spective panoramas [ 7] which were introduced by
other authors, but to our knowledge have not been previ-
ously used for 3D reconstruction tasks.

COI's have many similarities with SOI's.  As in the
spherical case, the COI has toroidal topology, as shown in
Fig. 7(f). It can also be decomposed into a stereo pair by
placing forward raysin oneimage and backward raysin an-
other. The COI’s also have horizontal epipolar lines; this
can be shown by a simple geometric argument that isillus-
trated by Fig. 4(b). Consider projecting a scene point P or-
thographically to P, on the plane of thecircle. P isimaged
by two points V; and V> onthecirclewhich lie on raysfrom
P, that are tangent to the circle. Since ||PoVi|| = || PoVz2l,
itiseasily seenthat / PVy Py = / PV, P,. Sinceraysin the
same row of a COI correspond to the same value of ¢ (off-
plane angle), it follows that scene points appear in the same
row of both the forward and backward COI images.

Unlike the spherical case, however, the COI does not
maximize the vergence angle for every 3D scene point.
Rather, it maximizes / P,V Vs (horizontal vergence angle),
which is a good approximation when the vertical field of
view islimited.
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Figure 6: Omnivergent images. (a) Perspective, (b) spherical omnivergent, and (c) cylindrical omnivergent images of the
same synthetic room scene. Observe that each point appears twice in the omnivergent images.

(f)

Figure 7: Spherica (a-b) and cylindrical (d-€) omnivergent stereo pairs formed by decomposing the images in Fig. 6 into
forward and backward tangent rays. (c) Computed disparity map of the left half of image (a). View of the cylindrical
omnivergent image from Fig. 6 mapped onto atorusto illustrate its natural topol ogy.

5 Dual-Strip Stereo

The center-strip omnivergent camera shown above requires
capturing a full circle of rays at a point. Specia optical
devices (e.g., mirrors [16]) are needed to capture both for-
ward and backward rays at a single point. In this section,
we propose a practical aternative caled a dual-strip sen-
sor. Like the center-strip omnivergent sensor, a dua-strip
sensor captures rays from viewpoints along a circle but is
formed from two symmetrical off-center slit images. A top-
down view of adual-strip cameraillustratesthis property in
Fig. 5(a). Both raysfrom the dual-strip camera on the plane
are tangent to an inner circle R’ = Rsin a where R isthe
radius of the outer circle that the cameramovesaong and a
is the angle of dual-strip camera from the normal direction.

It can be easily shown (Fig. 5(b)) that the epipo-
lar constraints from dual-strip images are again horizon-
tal lines. Because |PoVY|| = ||PoVs]| (tangent to R')
and [[ViVy|| = ||V2V5]| (dual cameras are symmetric),
[PV Py = /PV,P,. For dud-strip cameras, horizontal
vergenceanglerelativetotheinner circle R', not to the outer
circle R, is maximized.

The significance of the dual-strip images is that they
can be readily acquired from a regular perspective camera
moved aong a circle. Two columns of pixels, symmet-
ric about the center, are selected from each image. One
mosaic image is formed from the left column for consecu-
tive positions on the circle, and another from the right. A
pair of dual-strip images formed in this manner is shown



Figure 8: Dual-strip images formed by moving a single perspective camera 360 ° on a circle and building mosaics from the
60th column (top) and 260th column (bottom) of the input image sequence.

in Fig. 8. These images were created by stacking the 60th
and 260th columns, respectively, from a sequence of 1350
frames (with resolution of 320 x 240) taken by a regular
digital video camera. These two images have significant
horizontal parallax but no vertical parallax due to the linear
epipolar geometry.

6 Conclusions

Based on the belief that traditional perspective images are
not best suited for solving many computer vision tasks, this
paper introduced the concept of avirtual sensor. A key idea
behind this approach is that it enables optimizing the input
to computer vision algorithms in order to produce superior
results. Toward this end, we introduced a new family of
sensor called omnivergent sensors that are simultaneously
vergent on every point in the scene, with maximum ver-
gence angle. These sensors are ideally suited for the task of
3D reconstruction. Rather than physically construct these
sensors, we described how to create omnivergent images by
processing a sequence of perspective input images.
Omnivergent images represent scene appearance simulta-
neously from numerous perspective viewpoints, as opposed
to traditional single perspective images, and are constructed
so that the vergence angle for any 3D point is maximized.
Consequently, omnivergent stereo produces accurate 3D
scene models with minimal reconstruction error. Further-
more, omnivergent images have horizontal epipolar geome-
try, enabling the direct application of conventional binocu-
lar stereo algorithmsfor determining pixel correspondence.
We presented three different flavors of omnivergent sen-
sors. The first is a spherical omnivergent sensor that sat-
isfies the maximum vergence angle property. The second
is a center-strip sensor that maximizes only the horizontal
vergence angle, but is more straightforward to implement
in practice. The center-strip omnivergent sensor is a good
choice when the scene is relatively far away and the verti-
cal field of view is limited. We aso presented a dual-strip

sensor that can be easily implemented by moving a regular
cameraon acircle.

There remain several important topics to be further stud-
ied. Firgt, in this paper we considered only the problem of
binocular stereo—better results may be obtained in practice
by formulating an V-ocular stereo problem [17]. Because
the omnivergent cameras have maximum vergence angle,
stereo matching with omnivergent images is more sensitive
to lighting changes than narrow baseline stereo images. Ad-
ditional images may be generated by choosing more off-
tangent rays and/or choosing different sets of input view-
points [18]. Second, the generalization of the circle and
sphere case to arbitrary camera paths and surfacesisanim-
portant topic of future work. Some of the analysis gen-
eralizes to any smooth surface—i.e., saving tangent rays is
sufficient to maximize the vergence angle. The choice of
camera path should ideally depend on a priori information
about scene occupancy. Lastly, we are investigating how to
build real devices that implement the omnivergent sensors
presented in this paper in hardware, using mirrorsto collect
front and backwards rays with asingle CCD.
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Appendix

Vergent stereo rigs have been shown to obtain better stereo
reconstructions than parallel rigs for objects near the ver-
gence point (e.g., [19, 20]). But why is maximizing ver-
gence angle desirable? In this section we provide justifi-
cation for maximizing the vergence angle that holds for an
arbitrarily shaped connected region X of camera positions.

Suppose two beams intersect at points P and @, defin-
ing two corners of avoxel, and that both P and @ lie out-
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Figure 9: Maximum vergence gives the smallest voxel with
corners P and ().

side the convex hull of X, as shown in Fig. 9. We claim
that maximizing vergence angle approximately minimizes
the area and perimeter among voxelswith corners P and @,
and this approximation becomes perfect as the number of
beams goes to infinity. While this does not prove that the
omnivergent sensor is optimal for a finite set of beams, it
demonstrates that it performs extremely well as the resolu-
tion increases.

We can choose many different pairs of beamsfromwithin
X that result in avoxel with P and () as corners, and each
of these voxels actually has two different vergence angles:
one at the top corner (R) and one at the bottom corner (S),
as shownin the figure. Now if we decrease the distance be-
tween P and @, i.e., by decreasing the width of the beams,
the top and bottom vergence angles become closer, and, in
the limit, are equal. Thus, if we chose to maximize the ver-
gence angle between the two angle bisectors of the beams,
we are approximately maximizing the top and bottom ver-
gence angles, and this approximation gets better asthe num-
ber of pixelsincreases.

Let the two tangents to X that pass through P intersect
X at A and C. Similarly, let the two tangents to X that
pass through @ intersect X at B and D. By construction,
PRQ@S is the intersection of all beams from points in X
that contain both P and (). Consequently, PRQS must
have smaller area and perimeter than any voxel containing
P and Q. Note, however, that PRQ S is not the intersection
of two pixel beams originating from within the circle. Also
notice that /P R() is the maximum top vergence angle for
any voxel, while ZPS(Q is the maximum bottom vergence
angle. So, we see that placing the beams' bases at A and
D maximizes the top vergence angle, while placing them
at B and D maximize the bottom vergence angle. These
correspond to minimizing the areas of triangles PR and
PSQ), respectively. As the number of pixels in increased,
P and () converge to the same point, as do A and B, so
that in the limit, maximizing the vergence angle produces
the smallest possible voxel.



