





15-780: Graduate Artificial
Intelligence, Fall 2006
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Course Qverview

Lectures | Mon. & Wed. 10:30 AM - 11:50 AM in Wean Hall 5409 (starting on 9/11)

mammmmhrgﬁdﬂmﬂum@dmlswhonmdmmﬂbmmdaymmh,md
about how to perform current-day research, in Anificial Intelligence---the discipline of
designing intelligent decision-making machines.

Techniques from Probability, Statistics, Economics, Algorithms, Operations Research and
Optimal Control are increasingly important tools for i m:pmvmg the intelligence and amnmmy
of machines, whether those machines are robots surveying Antarctica, schedulers moving

billions of dollars of inventory, spacecraft deciding which experiments to perform, or vehicles
negotiating for lanes on the freeway. This Al course is a review of a sclected set of these tools.

The course will cover the ideas underlying these tools, their implementation, and how to use
them or extend them in your research.
A PDF version of the information on this page can be found here.
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More examples
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More examples
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o Air hockey




More examples
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o Valerie and Tank, the
Roboceptionists






















Common threads
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o Search and optimization

o Set the problem up well (so that we can
apply a standard algorithm)

o Managing uncertainty

o The more different types of uncertainty,
the harder the problem (and the slower
the solution)







Opponents cause uncertainty
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o In chess, must guess what opponent will
do; cannot directly control him/her

o Alternating moves: game trees (Part 1)

o Simultaneous or hidden moves: game
theory (Part I1I; computationally harder,
especially if a sequence of moves)




Outcome uncertainty
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o In backgammon, we don’t know ahead of
time what the dice will show

o When driving a robot down a corridor,
wheel slippage will cause unexpected
deviations from commanded course

o MDPs (Part Il) or alternating-move
stochastic games (Part I)




Sensor uncertainty
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o Image of a handwritten digit = 0, 1, ..., 9

o Measurements of length, width of petals of
an iris = one of three species

o Interpreting a camera image of a corridor

o For a given set of measurements, multiple
answers may be possible

o More on learning problems in Part I1




Combining sensor and outcome
uncertamty
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o Build a robotic mouse
o Lives in a cage with levers, lights, etc.

o Pressing levers in the right sequence
dispenses a snack of robotic cheese

o Move around, experiment w/ levers to turn
on lights, get robo-cheese

o This is a POMDP (more in Part 1)




Other agents cause uncertainty
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o In many Al problems, there are other
agents who aren’t (necessarily) opponents

o Ignore them & pretend part of Nature
o Assume they’re opponents (pessimistic)
o Learn to cope with what they do

o Try to cooperate (paradoxically, this is
the hardest case)

o Part 11l
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Heuristic search
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o Implement open set S with a priority queue
o Ops: insert, update_priority, pop
o Pop always gives node w/ best priority

o Priority function = place to give the
search algorithm additional info

o E.g., priority(x, y) = lgx-x| + lgy-yl





































A* search
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o Set priority to be: f(node) =
(Effort so far) + (admissible heuristic)
= g(node) + h(node)

o Effort so far = # nodes expanded on direct
path from start to node

o Admissible heuristic: underestimates
distance to closest solution













Path planner




Node costs

PPN TR s A Tt A Prrmaa St DA T4 A Tty S I S AL I vs SV ek MR NI e e i e i e




Path costs
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A* proof
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o Both optimality and efficiency follow from:

Lemma. For any two nodes x and y which
have f(x) < f(y), A* expands x before y

o 1o see why optimality and efficiency
follow, note goals have f(x) = g(x)

o h(x) must be 0
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Proof cont’d
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o So, all nodes w on path to x have

Jiw) =f(x) < f(y)

o At least one such w is always on queue

while x has not been expanded (possibly
we have w = x)

o So if x has not yet been expanded, we must
pick w before we expand y — QED







Anytime, dynamic planmng

’ e .4%# ﬂmﬂug B i S Y =1 S B “‘I’al e = ‘m 4

AT

http ://www.cs.cmu.edu/~goordon/likhachev-etal.anytime-dstar.pdf




Sample exercise
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o In graph on next page, to find a path from
s to g, what is the expansion order for

o DFS, BFS
o Heuristic search using h = Manhattan
o A*usingf=g+ h

o Assume we can detect when we reach a
node via two different paths, and avoid
duplicating it on the queue







