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ABSTRACT

It is well known that Hoare-like deduction systems for establishing
partial correctness of programs may fail to be complete because of
(a) incompleteness of the assertion language relative to the underlying
interpretation and (b) inability of the assertion language to express the
invariants of loops. S. Cook has shown that if there is a complete proof
system for the assertion language (e.g. all true statements of the
assertion language) and if the assertion language satisfies a certain
natural expressibility condition, then sound and complete axiom systems
for a fairly large subset of Algol may be devised. We exhibit programming
language constructs for which it is impossible to obtain sound and complete
sets of Hoare-like axioms even in this special sense of Cook's. These
constructs include (i) recursive procedures with procedure parameters in
the presence of global variables and static scope and (ii) coroutines in a
language which also allows recursive procedures. Such features appear to
be inherently difficult to prove correct and (one might argue) should be
avoided in the design of languages suitable for program verification.

A fixed point characterization of partial and total correctness for
recursive programs is also given. This characterization is based on a
treatment of program invariants as fixed points of a predicate transformer
which can be obtained in a natural manner from the program text. We show
that the weakest precondition for partial correctness is the maximal fixed point of this predicate transformer and that the weakest precondition for total correctness is the minimal fixed point. This characterization is important because it sheds light on the relationship between partial and total correctness and because it simplifies proofs of soundness and completeness. Non-regular recursions and total correctness are considered, and a theoretical justification is given for the claim that "total correctness is not substantially more difficult to establish than partial correctness."
1.1 Introduction

One of the most important problems facing users of digital computers is the problem of program reliability. An approach to this problem which has been extensively investigated in recent years is one in which programs are proved correct in much the same way that mathematical statements are proved correct; it should be possible to be as confident in correctness of a sorting program as in the truth of the Pythagorean theorem.

Many different formalisms have been proposed for proving programs correct. Of these probably the most widely referenced is the axiomatic approach of C. A. R. Hoare [H069]. Hoare gives a set of axioms and rules of inference for proving partial correctness of Algol-like programs. The formulas in Hoare's system are triples of the form \( \{P\} A \{Q\} \) where \( A \) is a statement in the programming language and \( P \) and \( Q \) are predicates expressed in the language of the first order predicate calculus (the assertion language). The partial correctness assertion \( \{P\} A \{Q\} \) is true iff whenever \( P \) holds for the initial values of the program variables and \( A \) is executed, then either \( A \) will fail to terminate or \( Q \) will be satisfied by the final values of the program variables.

Examples of axioms and rules of inference for programming constructs include:

1. \( \{P \ e\} \ x := \ e \ \{P\} \)

2. \( \{P\} A_1 \{S\}, \{S\} A_2 \{R\} \)

   \( \{P\} (A_1; A_2) \{R\} \)

3. \( \{P\} A \{P\} \)

   \( \{P\} \text{ while } b \text{ do } A \{P\} \neg b \)
The axioms are designed to capture the meanings of the basic statements of the programming language. Proofs of correctness for composite statements are constructed by using these axioms together with a proof system for the assertion language.

Modern programming languages use statements considerably more complicated than those described above. One might wonder how well Hoare's axiomatic approach can be extended to handle more complicated statements. In this paper we will be interested in the question of whether there are programming languages for which it is impossible to obtain good Hoare-like axioms. This question is of obvious importance in the design of programming languages whose programs can be naturally proved correct.

But what is a good Hoare-like axiom? One property a good axiom system should have is soundness ([H074], [D076]). A deduction system is sound iff every statement which is provable within the system is, indeed, true. Another property is completeness [C075]. A deduction system is complete if every true statement is provable. One suspects from the Godel incompleteness theorem that, if the deduction system for the assertion language is axiomatizable and if a sufficiently rich interpretation (such as number theory) is used for the assertion language, then for any (sound) system of Hoare-like axioms, there will be assertions \{P\} A \{Q\} which are true but not provable within the system. One might wonder, however, if this incompleteness of the Hoare-like systems reflects some inherent complexity of the programming language constructs or whether it is due entirely to the incompleteness of the assertion language. If, for example, we are dealing with the integers, then for any consistent axiomatizable proof system there will be predicates which are true of the integers but not provable within the system. How can we talk about the completeness of a Hoare-like axiom system independently of its assertion language?
One way of answering this question is due to S. Cook [CO75]. He gives a Hoare-like axiom system for a subset of Algol including the while statement and non-recursive procedures. He then proves that if there is a complete proof system for the assertion language (e.g. all true statements of the assertion language) and if the assertion language satisfies a certain natural expressibility condition, then every true partial correctness assertion will be provable. Gorelick [CO75] extends Cook's work to handle recursive procedures. Other completeness results are given by deBakker and Meertens [DE73] and by Manna [MA70].

In this thesis we extend the work of Cook in two directions, first, toward general techniques for establishing the soundness and completeness of Hoare-like axiom systems; then toward the discovery of natural programming language constructs for which it is impossible to obtain good Hoare-like axiom systems.

In the first part of the thesis a fixed point characterization of partial and total correctness for recursive programs is given. This characterization is based on a treatment of program invariants as fixed points of a predicate transformer which can be obtained in a natural manner from the program text. We show that the weakest precondition for partial correctness is the maximal fixed point of this predicate transformer and that the weakest precondition for total correctness is the minimal fixed point. This characterization is important because it sheds light on the relationship between partial and total correctness and because it can be used to simplify proofs of soundness and completeness for programming language constructs. Non-regular recursions and total correctness are considered, and a theoretical justification is given for the claim that "total correctness is not substantially more difficult to establish than partial correctness."
Next we show that there are natural control mechanisms for which it is impossible to obtain sound and complete sets of axioms in the sense described above. While such incompleteness is expected for data structures (e.g. the integers, stacks, queues, etc.), it is surprising that is should exist for control structures.

The first programming language feature considered is recursive procedures with procedure parameters (provided that static scope is used and global variables are allowed). This result is surprising for two reasons. First, it holds even if we disallow calls of the form "Call P(...,P)".\(^1\)

Secondly, we show that it is possible to obtain a sound and complete system of Hoare-like axioms (using static scope and allowing global variables) if we either (a) allow recursive procedures with variable parameters (call by simple name) but disallow procedure parameters or (b) allow procedure parameters but require that procedures be non-recursive.

An independent source of incompleteness is the coroutine construct. If procedures are not recursive, there is a simple method for proving correctness of coroutines, based on the addition of auxiliary variables [OW76]. If, however, procedures are recursive, we show that no such simple method can give completeness. These observations generalize to languages with parallelism and recursion.

Incompleteness results can also be obtained for (a) call by name parameter passing with functions and global variables and (b) label variables with retention. All such features are too complicated for a simple axiomatic description of the type advocated by Hoare and thus in a sense inherently difficult to prove correct.

\(^1\) Calls of the form "Call P(...,P)" appear to be necessary if one wants to directly simulate the lambda calculus by passing procedure parameters.
1.2 Outline of Thesis

In Chapter 2 we introduce the notion of a predicate transformer. This concept, originally due to Dijkstra, serves as an important theoretical tool throughout the thesis. The chapter begins with an informal account of Dijkstra's ideas. Next a formal syntax and semantics is given for the programming language which serves as the subject of study in the first part of this thesis. This language is basically the language of parameterless recursion schemes; it is the simplest programming language which illustrates all of the difficulties associated with recursion. The additional problems caused by block structure and various parameter passing mechanisms are considered in Chapter 5. Once the formal semantics for the programming language has been developed, we show how Dijkstra's ideas on predicate transformers can be made rigorous. Several generalizations of Dijkstra's original ideas and a proof of his fundamental invariance theorem are also given. We conclude the chapter with the predicate transformer fixed point theorems; this is one of the main technical results of the thesis. The theorem is used in later chapters to obtain proofs of soundness and (relative) completeness for various control structures.

Chapter 3 is a discussion of proof systems for partial correctness. We introduce Cook's notion of expressibility and discuss how his completeness results for Hoare-like axiom systems are related to the results of deBakker and Meertens [DE73]. The chapter is concluded by showing how the predicate transformer fixed point theorem may be used to obtain proofs of soundness and completeness for Hoare-like axiom systems.

In Chapter 4 the problems posed by non-regular control structures are considered. We show how these difficulties are handled by deBakker and Meertens [DE73] and also by Gorelick [GO75]. Finally, we show how the proof system of the preceding chapter can be extended to handle total correctness.
In the final chapter we consider more complicated programming language constructs and ask the question of whether there are natural constructs for which it is impossible to obtain sound and complete systems of Hoare-like axioms. We show that it is impossible to obtain good axioms for recursive procedures with procedure parameters if static scope is used and global variables are allowed. Various ways of restricting the programming language so that it is possible to obtain sound and complete systems of axioms are examined. The problem of obtaining a sound and complete system of axioms for coroutines is also considered. We conclude by mentioning additional applications of these ideas and by discussing the possible impact of these results on future developments in programming languages.
CHAPTER 2

A FIXED-POINT CHARACTERIZATION OF PARTIAL
AND TOTAL CORRECTNESS

2.1 Predicate Transformers

In his paper entitled "A Simple Axiomatic Basis for Programming
Language Constructs," E.W. Dijkstra describes a method of proving total
correctness of computer programs. Dijkstra's method is notable because
of its simplicity and the light that it sheds on related approaches to
program correctness such as the inductive assertions method of Floyd
and the axiomatic approach of Hoare. In this chapter we describe Dijkstra's
method and show how it can be formalized within the framework of a least
fixed point theory of programming language semantics. We also indicate
some directions in which Dijkstra's work can be extended. In particular,
we show that Dijkstra's ideas can be used to simplify the task of proving
soundness and (relative) completeness of Hoare-like proof systems for
partial correctness. Thus, we regard Dijkstra's work more as a tool for
the study of partial and total correctness rather than as an independent
system for constructing proofs.

Dijkstra specifies the meaning of programs by giving a set of rules
for obtaining the weakest precondition which should be satisfied by the
initial state of the program in order to guarantee that the program will
terminate and that a given post condition will be satisfied by the final
state of the program.

For example, assume that we are given a program $A$ which supposedly
computes the square root of its input variable $x$ and assigns it to the
variable $y$. In this example, the post condition $P$ is obviously given
by \( y = \sqrt{x} \). If the weakest precondition corresponding to \( P \) turned out to be \( x \geq 5 \) then we would know that in order for our algorithm to correctly compute the square root of \( x \), \( x \) would have to be greater than 5 and that if \( x \) were less than 5 we could expect to get erroneous results. Faced with such a result we would probably refuse to approve \( A \) as a square root computing routine and continue searching for a different program with post condition \( P \) and the correct weakest precondition of \( x \geq 0 \).

More formally, we regard the weakest precondition as a function of the program \( A \) and the post condition \( P \) and we denote this function by \( \text{BA}(P) \).\(^{1}\) It should be clear that as far as a total correctness is concerned the predicate transformer \( \text{BA}(P) \) completely describes the meaning of the program \( A \). What we desire is a specification of this predicate transformer for the atomic statements of the programming language and a set of rules for deriving the predicate transformer for a composite program from the predicate transformers of its component parts.

For certain types of statements these rules are quite obvious:

1. If \( A \) is the null statement then obviously we want \( \text{BA}(P) = P \) for all predicates \( P \).
2. If \( A \) is the assignment statement \( x := e \) where \( e \) is some expression, then \( \text{BA}(P) \) should be \( P \uparrow \frac{e}{x} \) (we assume that the predicates are expressed as formulas in some logical system such as predicate calculus: \( P \uparrow \frac{e}{x} \) means the predicate \( P \) with all occurrences of the variable \( x \) replaced by the expression \( e \)). For example, if \( A \) is the statement "\( x := x + 1 \)" and \( P \) is the predicate \( \{ x + y = 20 \text{ and } x < 9 \} \) then \( \text{BA}(P) \) is the predicate

\(^{1}\)Dijkstra uses the term predicate transformer for any function which maps a statement - predicate pair into another predicate.
\[(x + 1) + y = 20 \text{ and } (x + 1) < 9\]. The reader should note the resemblance of this rule to Hoare's axiom for the assignment statement.

3. If A is the composition of two statements \(A_1\) and \(A_2\) i.e. \(A = (A_1; A_2)\), then BA(P) should be \(BA_1(BA_2(P))\) where \(BA_1\) is the predicate transformer corresponding to \(A_1\) and \(BA_2\) is the predicate transformer for \(A_2\).

4. If A is a conditional statement of the form "IF \(b\) THEN \(A_1\) ELSE \(A_2\)" then BA(P) is the predicate \([b \land BA_1(P)] \lor [-b \land BA_2(P)]\). Again the reader should note the resemblance to Hoare's rule for the conditional.

All of the predicate transformers defined by rules (1) to (4) have the following properties:

1. \(P = Q\) implies that \(BA(P) = BA(Q)\): this condition must be satisfied if \(BA(\cdot)\) is to be a function.

2. \(BA(\text{false}) = \text{false}\): Dijkstra calls this property "the law of the excluded miracle." Its justification is immediate since we are dealing with total correctness.

3. \(BA(P \land Q) = BA(P) \land BA(Q)\): this condition merely states that the set of initial states which get mapped by \(A\) onto a state in \(P \land Q\) is the intersection of the set of states which gets mapped into \(P\) and the set mapped into \(Q\).

4. \(BA(P \lor Q) = BA(P) \lor BA(Q)\): the justification of condition (iv) is similar to the justification of (iii).

Dijkstra calls any predicate transformer which satisfies (i)-(iv) a healthy predicate transformer.

Unfortunately, with the types of statements described above we can construct only very simple examples of programs—programs which do not
involve any repetitive constructs. It is obvious that we could considerably enrich this simple language if we allowed recursive procedures. Dijkstra does this in his paper, but his treatment of recursion is awkward and in some cases leads him to false conclusions (a counter-example to his fundamental invariance theorem for recursive procedures is given in [MC73]).

In this chapter, we combine the techniques of deBakker [DE75], Cook [C075], and McGowan and Misra [MC73] to show how recursion can be handled correctly. We also examine several generalizations of Dijkstra's original idea. We consider predicate transformers for partial correctness and predicate transformers which give the strongest post condition corresponding to a given precondition. Finally we prove several theorems which characterize these variants on Dijkstra's original idea as the maximal and minimal fixed points of certain natural predicate transformer functionals. This is the main technical results of the Chapter. In the remaining sections we give a number of applications of this result.

2.2 Syntax and Semantics of a Simple Programming Language

In this section we describe a programming language consisting of assignment statements, conditional statements, and a simple type of parameterless procedure. Following Cook [C075] we distinguish two formal systems involved in discussions of the correctness of computer programs: (a) the expression language $L_E$ which is used in forming the numeric and boolean expressions of programming language itself, and (b) the assertion language $L_A$ which is an extension of $L_E$ and is used to describe the conditions which must hold before and after various statements of the programming language are executed. Both $L_E$ and $L_A$ are first order
languages (first order languages with equality) and therefore have the general structure described below:

\[ \langle \text{variable} \rangle ::= u | v | w | u' | v' | w' | \ldots \]

\[ \langle \text{term} \rangle ::= \langle \text{variable} \rangle | \tau^k(\langle \text{term} \rangle_1 \ldots \langle \text{term} \rangle_k) \]

where \( \tau^k \) is a \( k \)-ary function symbol, \( k \geq 0 \).

\[ \langle \text{atomic formula} \rangle ::= (\langle \text{term} \rangle = \langle \text{term} \rangle) \]

\[ | p^k(\langle \text{term} \rangle_1 \ldots \langle \text{term} \rangle_k) \]

where \( p^k \) is a \( k \)-ary predicate symbol, \( k \geq 0 \).

\[ \langle \text{formula} \rangle ::= \langle \text{atomic formula} \rangle \]

\[ | \neg \langle \text{formula} \rangle \]

\[ | ( \langle \text{formula} \rangle \lor \langle \text{formula} \rangle ) \]

\[ | ( \langle \text{formula} \rangle \land \langle \text{formula} \rangle ) \]

\[ | ( \langle \text{formula} \rangle \rightarrow \langle \text{formula} \rangle ) \]

\[ | \forall u_i \langle \text{formula} \rangle \]

\[ | \exists u_i \langle \text{formula} \rangle \]

where \( u_i \) is some variable.

Having defined the expression and assertion languages, we can now describe the syntax of the programming language \( \text{PL}[L_F, L_A] \) which we wish to study. A program is a pair \( \langle H, A \rangle \) where \( H \) is a set of procedure declarations and \( A \) is a statement. The syntax of procedure declarations and statements is given in BNF below:

\[ \langle \text{Declaration} \rangle ::= \langle \text{Procedure name} \rangle \equiv \langle \text{Procedure body} \rangle \]

\[ \langle \text{Procedure body} \rangle ::= \langle \text{Statement} \rangle \]

\[ \langle \text{Statement} \rangle ::= \langle \text{Compound statement} \rangle \]

\[ | \langle \text{Assignment statement} \rangle \]

\[ | \langle \text{Conditional statement} \rangle \]

\[ | \langle \text{Procedure call} \rangle \]

\[ | \langle \text{Null statement} \rangle \]
| (Undefined statement )
(Compound statement) ::= ( {Statement} ; {Statement} )

(Assignment statement) ::= {program identifier} := {numerical expression}

(Program Identifier) ::= any variable of \( L_E \)
(Numerical expression) ::= any term of \( L_E \)
(Conditional statement) ::= ( {boolean expression} +
   (statement), (statement) )

(Boolean expression) ::= any quantifier free formula of \( L_E \)
(Procedure call) ::= {Procedure name}
(Procedure name) ::= \( X|Y|Z|X'|Y'|Z'| \ldots \)
(Null statement) ::= I
(Undefined statement) ::= Ω

Thus, for example, the pair \( \langle H, A \rangle \) is a typical PL program when \( A \) is
the statement
\[
((v := b(u,v); \ X); \ (u := g(u); \ Y))
\]
and \( H \) contains the procedure declaration
\[
X \equiv (b(u,v) \rightarrow (u := f(u,v); \ X), \ I)
\]
\[
Y \equiv (v := g(u); \ (c(v) \rightarrow (X;Y), \ Ω))
\]

The semantics of the programming language \( PL[L_E, L_A] \) is equally
simple. An Interpretation \( a \) for the programming language \( PL[L_E, L_A] \)
consists of

(a) a nonempty set \( D \) called the \underline{domain} of the interpretation.
(b) for each \( k \)-ary function symbol \( f^{(k)} \) of \( L_A \), a \( k \)-ary function
    \( a[f^{(k)}] \) from \( D \) to \( D \).
(c) for each \( k \)-ary predicate symbol \( p^{(k)} \) of \( L_A \), a \( k \)-ary predicate
    \( a[p^{(k)}] \) on the set \( D \).

Note that since the language \( L_A \) is an extension of the language \( L_E \), \( a \)
also provides assignments for the function and predicate symbols of $L_E$.

As is customary in treatments of first order predicate calculus, we let $L_A(\mathfrak{A})$ be the extension of $L_A$ in which a constant symbol (0-ary function symbol) is added for each element of the domain of $\mathfrak{A}$. We then assign to each variable-free term $t$ of $L_A$ an element $\mathfrak{A}[t]$ of $D$ and to each closed formula $p$ of $L_A$ a truth value $\mathfrak{A}[p] \in \{\text{true, false}\}$. The details of this assignment process can be found in any textbook on mathematical logic and are therefore omitted here (see, for example Schoenfield, [SC67]).

Having indicated how meanings are assigned to the variable free terms and closed formulas of $L_A$, we can begin to discuss how meanings are assigned to programs. Let $\text{ID}$ be the set of identifiers of the language $\text{PL}[L_E, L_A]$ (i.e. variables of $L_A$), then the set $S$ of program states consists of the mappings $s : \text{ID} \to D$. If $t$ is a term of $L_A$ with free variables $x_1, \ldots, x_n$, then

$$t(s) = t \frac{s(x_1) \ldots s(x_n)}{x_1 \ldots x_n}$$

If $P$ is a formula of $L_A$, we define $P(S)$ in an analogous manner.

The meaning of a statement $A$ can only be described once an interpretation $\mathfrak{A}$ has been specified. Since the statement $A$ may contain procedure calls, the meaning of $A$ also depends on the set $H$ of procedure declarations made in the program in which $A$ occurs. Relative to a particular interpretation $\mathfrak{A}$ and set of procedure declarations $H$, the meaning of $A$ is a function

$$M_{\mathfrak{A}, H}[A] : \hat{S} \to \hat{S}$$

($\hat{S} = S \cup \{\bot\}$, where $\bot$ represents undefined)

which, intuitively speaking, gives the effect of the execution of $A$ on
the values of the identifiers occurring in $A$. There are many ways that $M = M_{\mathfrak{A}, H}$ can be defined—in terms of computation sequences as in [C075] or as the least fixed point of a continuous functional as in [DE75]. We will merely list a number of properties that $M$ can be shown to satisfy regardless of the definition used.

2.2.1 Proposition:

(a) $M[\Omega](s) = \bot$

(b) $M[I](s) = s$

(c) $M[(A_1; A_2)](s) = M[A_2](M[A_1](s))$

(d) $M[b \rightarrow A_1; A_2](s) = \begin{cases} M[A_1](s) & \text{if } \mathfrak{A}[b(s)] = \text{true} \\ M[A_2](s) & \text{if } \mathfrak{A}[b(s)] = \text{false}. \end{cases}$

(e) $M[u := t](s) = s'$ where

$s'(i) = \begin{cases} s(i) & \text{if } i \neq u \\ \mathfrak{A}[t(s)] & \text{if } i = u \end{cases}$

(f) $M[X](s) = M[t](s)$ where $X$ is a procedure name and the declaration $X \equiv t$ occurs in the set $H$ of procedure declarations.

2.2.2 Proposition:

$M[((A_1; A_2); A_3)](s) = M[(A_1; (A_2; A_3))](s)$ for all statements $A_1, A_2$ and $A_3$ of $\mathcal{ST}$ and for all states $s \in S$.

Let $\mathcal{PF}$ be the set of partial functions from $S$ to $S$, i.e., $\mathcal{PF}$ is the set of functions $f : \hat{S} \rightarrow \hat{S}$ such that $f(\bot) = \bot$. If $f_1, f_2 \in \mathcal{PF}$ we write $f_1 \leq f_2$ iff for all $x$, $f_1(x) = \bot$ or $f_1(x) = f_2(x)$. $\mathcal{PF}$ with the relation $\leq$ is a complete partially ordered set or C.P.O. for short.
2.2.3 Proposition:

If \( M[A_1] \subseteq M[A_2] \) then \( M[B \frac{A_1}{X}] \subseteq M[B \frac{A_2}{X}] \) where

\( A_1, A_2 \) and \( B \) are arbitrary statements and \( X \) is a procedure name.

The next proposition forms the basis of our treatment of recursion.

2.2.4 Proposition:

Let \( X \) be a procedure name occurring in a program which contains

the procedure declaration \( X \equiv \tau \). Let the statement sequence \( \{X^i\}_{i \geq 0} \)

be defined inductively by \( X^0 = \Omega \).

\[ X^{i+1} = \tau \frac{X^i}{X} \]

then

(a) the sequence \( \{M[X^i]\}_{i \geq 0} \) is a chain in the C.P.O. PF of partial

function from \( S \) to \( S \) (i.e. for all \( i \), \( M[X^i] \subseteq M[X^{i+1}] \)).

(b) \( M[X] = \bigsqcup_{i \geq 0} M[X^i] \).

(If \( \{f_i\}_{i \geq 0} \) is a chain of partial functions then \( h = \bigsqcup_{i \geq 0} f_i \) may be

defined by: \( h(x) = y \) if there exists a \( j \geq 0 \) such that \( f_j(x) = y \)

for \( i \geq j \). \( h(x) = \bot \) otherwise.)

We are now ready to discuss what it means for a program to be

correct.

2.2.5 Definition:

Let \( A \) be a statement of \( PL[L_E,L_A] \). Let \( P \) and \( Q \) be formulas

of the assertion language \( L_A \). We say that \( A \) is partially correct with

respect to the precondition \( P \) and post condition \( Q \) (and relative to

some interpretation \( \mathfrak{A} \) and set of procedure declarations \( H \) iff
\[ \forall s, s' \in S \ [(\text{a}[\text{P}(s)] = \text{true})] \]

\[ A (\text{M}[A] (s) = s') \]

\[ \rightarrow (\text{a}[\text{Q}(s')] = \text{true})] \]

If \( A \) is partially correct with respect to precondition \( P \) and post condition \( Q \) then we write \( \models_{\text{a}} \{P\} A \{Q\} \) or \( \models_{\text{a}} \{P\} A \{Q\} \) if the interpretation \( \text{a} \) is clear.

Note that a statement \( A \) may be partially correct with respect to the precondition \( P \) and post condition \( Q \) and still not terminate for some initial state \( s \) which satisfies the precondition \( P \). Since, in addition, we may wish to require that the statement terminate for any state \( s \) which satisfies the precondition \( P \), we will introduce another notion of correctness called total correctness.

2.2.6 Definition:

Let \( A, P, \) and \( Q \) be as in the preceding definition. We say that \( A \) is totally correct with respect to the precondition \( P \) and post condition \( Q \) and relative to some interpretation \( \text{a} \) iff

\[ \forall s \in S \ [(\text{a}[\text{P}(s)] = \text{true}) + \]

\[ \exists s' \in S \ [(\text{M}[A] (s) = s') \]

\[ A (\text{a}[\text{Q}(s')] = \text{true})] \]

If \( A \) is totally correct with respect to precondition \( P \) and post condition \( Q \) then we will write \( \models_{\text{a}} \langle P \rangle A \langle Q \rangle \).

We conclude this section by considering a simple example. Suppose that a program contains the procedure declaration

\[ X \equiv (b(u,v) + (u := f(u,v); X), I) \]
in its declaration part. If $a$ is the interpretation in which $D = N$, $b$ is assigned the predicate $b'(x,y) = \{x \geq y\}$ and $f$ is assigned the function $f'(x,y) = x - y$, then we can view the procedure $X$ as yielding:

$$X \equiv (u \geq v + (u := u - v; X), 1)$$

Thus, if $a$ also assigns the constant $a$ the value $0 \in D$, we have

$$\text{fa}\{b(u,a) \land b(v,a)\} \ X \ \{\neg b(u,v)\}$$

i.e. the procedure call $X$ is partially correct with respect to the precondition $P \equiv u \geq 0 \land v \geq 0$ and post condition $Q \equiv u < v$. Note that $X$ is not totally correct with respect to $P$ and $Q$ since in executing a call on the procedure $X$ if $u = 0$ and $v = 0$ initially, $P$ will be satisfied but the procedure will diverge.

2.3 Healthy Predicate Transformers Revisited

We now indicate how Dijkstra's method is proving program correctness can be formalized within the theoretical framework given in section 2.2 and show that a satisfactory treatment of recursion can be given. For similar developments of Dijkstra's method, the reader should see deBakker [DE75] or McGowan and Misra [MC73].

Before we can talk about predicate transformers we must agree on a method of representing predicates. We assume that an interpretation $a$ has been given for the programming language $PL[I_r, L_a]$ and that the set $H$ of procedure declarations has been fixed. $S$ will denote the set of possible machine states. We shall temporarily disregard
expressibility considerations and make the convention that a predicate is merely a subset of the state set \( S \) and that the set of all predicates is just the power set of \( S \), \( P(S) \). (Thus for the moment we ignore the fact that if \( S \) is infinite there will be many subsets of \( S \) which do not have recursive descriptions). If the convention above is followed then logical operations on predicates can be interpreted as set theoretic operations on subsets of \( S \) i.e. "or" becomes "union", and "and" becomes "intersection", "not" becomes "complement", and "implies" becomes "is a subset of ".

Under the conventions made above, we shall see that if \( A \) is a statement of \( ST \) and \( P \subseteq S \) is a predicate then it's natural to define the weakest precondition corresponding to \( A \) and \( P \) to be the set \( \{ s \in S \mid M[A](s) \in P \} \). Formally we make the following definition:

2.3.1 Definition:

Let \( B : ST \times P(S) \rightarrow P(S) \) be the predicate transformer defined by

\[
B[A](P) = \{ s \in S \mid M[A](s) \in P \}
\]

We can immediately show that the predicate transformer \( B : ST \times P(S) \rightarrow P(S) \) satisfies the four conditions necessary to be a healthy predicate transformer.

2.3.2 Proposition:

Let \( A \) be a statement of \( ST \) and let \( P,Q \subseteq S \) be predicates, then

(a) \( P \subseteq Q \) implies \( B[A](P) \subseteq B[A](Q) \)

(b) \( B[A] (\text{false}) = \text{false} \) where \( \text{false} = \emptyset \subseteq S \).
(c) $B[A](P \land Q) = B[A](P) \land B[A](Q)$

(d) $B[A](P \lor Q) = B[A](P) \lor B[A](Q)$

Proof: Let $g = M[A]$ so that $g : S \rightarrow S$ then $B[A](P) = g^{-1}(P)$ and each of the four properties above follows from a property of inverse images of sets. For example (b) is true because $g^{-1}(\emptyset) = \emptyset$ and (d) is true because $g^{-1}(P \cup Q) = g^{-1}(P) \cup g^{-1}(Q)$. In fact (c) and (d) can be strengthened to apply to families of predicates.

2.3.3 Proposition:

Let $A$ be a statement of ST and let $\{P_i\}_{i \geq 0}$ be a family of predicates on $S$ then

(a) $B[A](\bigcup_{i \geq 0} P_i) = \bigcup_{i \geq 0} B[A](P_i)$

(b) $B[A](\bigcap_{i \geq 0} P_i) = \bigcap_{i \geq 0} B[A](P_i)$

In much the same manner it is possible to handle the null statement, the undefined statement and the composition to two statements.

2.3.4 Proposition:

(a) $B[I](P) = P$

(b) $B[\emptyset](P) = \text{False}$

(c) $B[(S_1; S_2)](P) = B[S_1](B[S_2](P))$

Proof of (c): $s \in B [(S_1; S_2)](P)$ iff $M[(S_1; S_2)](s) = s'$ and $s' \in P$. But $M[(S_1; S_2)](s) = s'$ iff $\exists s'' \in M[S_1](s) = s''$ and $M[S_2](s'') = s'$. Thus $s \in B [(S_1; S_2)](P)$ iff $M[S_1](s) = s''$ and
s" \in B[S_2](P). Repeating the argument used in the preceding line we obtain
the desired result that s \in B[(S_1;S_2)](P) \iff s \in B[S_1](B[S_2](P)).

The treatment of recursion is slightly more complicated but uses
the same basic idea.

2.3.5 Proposition:

Let X be a procedure name occurring in a program which contains
the procedure declaration X \equiv \tau. Let P \subseteq S be a predicate. Define
the statement sequence \{X^i\}_{i \geq 0} by induction:

\[
X^0 = \Omega \\
X^{i+1} = \frac{X^i}{X^i} 
\]

then

(a) The sequence \{B[X^i](P)\}_{i \geq 0} is an ascending chain in P(S), i.e.
for i \geq 0, B[X^i](P) \subseteq B[X^{i+1}](P)

(b) B[X](P) = \bigcup_{i \geq 0} B[X^i](P)

Proof of (a): s \in B[X^i](P) implies that there is an s' such that
M[X^i](s) = s' and s' \in P. But by proposition 2.2.4 this implies
that M[X^{i+1}](s) = s' and s' \in P.

Thus s \in B[X^{i+1}](P).

Proof of (b): We show first that B[X](P) \subseteq \bigcup_{i \geq 0} B[X^i](P).

Let s \in B[X](P). Then there is an s' \in S such that M[X](s) = s' and
s' \in P. But M[X](s) = \bigcup_{i \geq 0} M[X^i](s). Hence there must be a j \geq 0 such
that M[X^j](s) = s'. Since s' \in P it follows that s \in B[X^j](P) and
hence that B[X](P) \subseteq \bigcup_{i \geq 0} B[X^i](P). The containment \bigcup_{i \geq 0} B[X^i](P) \subseteq
B[X](P) follows since each step in the preceding argument is reversible.

In order to properly treat the assignment statement and the conditional statement we need to introduce a simple notion of expressibility.

2.3.6 Definition:

Let \( p \) be a formula of the assertion language \( L_A \). We say that \( p \) expresses the predicate \( P \subseteq S \) iff for all \( s \in S \)
\[
\alpha[p(s)] = \text{true} \iff s \in P.
\]

2.3.7 Proposition:

Let \( p \) be a formula and let \( P \subseteq S \) be a predicate such that \( p \) expresses \( P \). Let \( A \) be the assignment statement \( u := t \) where \( t \) is a term of \( L_E \), then \( p \frac{t}{u} \) expresses the predicate \( B[A](P) \).

Proof: It is easy to show that if \( p \) is an arbitrary formula of \( L_A(a) \) and \( t \) is an arbitrary term of \( L_A(a) \) then
\[
\alpha[p \frac{t}{u}(s)] = \alpha[p \frac{\alpha[t(s)]}{u}(s)]
\]

In order to prove the proposition we must show that if \( p \) expresses \( P \) then \( p \frac{t}{u} \) expresses \( B[A](P) \). This is equivalent to showing that \( \alpha[p \frac{t}{u}(s)] \) is true iff \( s' = M[u := t](s) \) and \( s' \in P \). But \( s' = M[u := t](s) \) iff
\[
s'(i) = s(i) \quad i \neq u
\]
and
\[
s'(u) = \alpha[t(s)]
\]
Since, by hypothesis, \( p \) expresses \( P \) we have that \( s' \in P \) iff \( \alpha[p(s')] \) is true. It follows that \( s' = M[u := t](s) \) and \( s' \in P \) iff
\[
\alpha[p \frac{\alpha[t(s)]}{u}(s)] \] is true. Hence the desired result follows from the identity stated at the beginning of the proof.
Similarly, we have the following rule for the conditional.

2.3.8 Proposition:

Let the formula \( q \) express the predicate \( Q \subset S \). Then

\[
B[q \rightarrow A_1, A_2](P) = (Q \land B[A_1](P)) \lor (\neg Q \land B[A_2](P)).
\]

Proof: \( s \in B[q \rightarrow A_1, A_2](P) \) iff \( M[q \rightarrow A_1, A_2](s) = s' \) and \( s' \in P \). But \( M[q \rightarrow A_1, A_2](s) = s' \) iff \( a(q(s)) = \text{true} \) (i.e. \( s \in Q \)) and \( M[A_1](s) = s' \) or \( a(s) = \text{false} \) (i.e. \( s \notin Q \)) and \( M[A_2](s) = s' \). It follows immediately that \( s \in B[q \rightarrow A_1, A_2](P) \)

iff \( s \in [Q \land B[A_1](P)) \lor (\neg Q \land B[A_2](P)) \).

Henceforth, if the formula \( p \) expresses the predicate \( P \) then (by a convenient abuse of notation) we will use \( p \) and \( P \) interchangeably in predicate transformer equations. We must always remember, however, that there may be many \( P \subset S \) for which there does not exist a formula \( p \) such that \( p \) expresses \( P \).

We illustrate how the above properties of the predicate transformer \( B \) can be used to compute \( B[A](P) \). Let \( L_n \) be the language \( L_n \) of number theory and let \( A \) be an interpretation in which the symbols of \( L_n \) get their standard meanings. Suppose that \( A = (A_1; A_2) \) where \( A_1 \) is the assignment \( u := u - v \) and \( A_2 \) is the conditional \( (u \geq 2 \lor v := 3, v := u - 4) \). If \( P \) is the formula \( u + v \leq 6 \) then \( B[A_2](P) = (u \geq 2 \land u + 3 \leq 6) \lor (u < 2 \land u + (u - 4) \leq 6) \). Hence \( B[A](P) = B[A_1](B[A_2](P)) = (u - v \leq 3) \).

We have now shown that \( B[A](P) \) has all of the properties that we argued in 2.1 a healthy predicate transformer should have. We next investigate the relation between the predicate transformer \( B \) and the notion of total correctness. Since, by the abuse of notation mentioned above,
we are identifying the formula \( p \) and the predicate \( \{ s \mid A[p(s)] = \text{true} \} \) \( \subseteq S \). The definitions of partial and total correctness now simplify to:

**partial correctness:**

\[
\{ p \} A \{ q \} \iff \\
\forall s, s' \in S [s \in p \land M[A](s) = s' \implies s' \in q]
\]

**total correctness:**

\[
\langle p \rangle A \langle q \rangle \iff \\
\forall s [s \in p \implies \exists s' [M[A](s) = s' \land s' \in q]]
\]

2.3.9 Proposition (total correctness):

Let \( A \) be a statement of \( PL[L_E, L_A] \) and let \( p \) and \( q \) be formulas of the assertion language \( L_A \) then \( \vdash \langle p \rangle A \langle q \rangle \iff p \subseteq B[A](q) \).

**Proof:** (\( \Rightarrow \)) assume that \( \langle p \rangle A \langle q \rangle \) is true. Then

\[
\forall s \in S [s \in p \implies \exists s' [M[A](s) = s' \land s' \in q]].
\]

Let \( s \in p \). By the definition of total correctness above we see that there must exist an \( s' \) such that \( s' = M[A](s) \) and \( s' \in q \). But this means that \( s \in B[A](q) \).

Thus \( p \subseteq B[A](q) \) (\( \Leftarrow \)) assume that \( p \subseteq B[A](q) \). Let \( s \in p \). Then \( s \in B[A](q) \). Hence \( M[A](s) = s' \) and \( s' \in q \) thus \( \forall s \in S [s \in p \implies \exists s' [M[A](s) = s' \land s' \in q]] \).

The above results show that we are justified in thinking of \( B[A](q) \) as the weakest or most general precondition which should be satisfied by the initial state of the program \( A \) in order to guarantee that \( A \) will terminate and that \( q \) will be satisfied by the final state.

It is also possible to formulate partial correctness in terms of the predicate transformer \( B \).
2.3.10 Proposition:

Let $A$, $p$, and $q$ be as in the preceding proposition, then

$$\{p\} A \{q\} \text{ iff } p A BA(\text{true}) \rightarrow BA(q)$$

where true is the identically true predicate (i.e. the entire set $S$).

Proof: Similar to the proof given on the preceding page.

By way of example note that if $X$ is the procedure defined at the end of section 2.2 then $B[X](\text{true}) = B[X] \{\{u < v\}\} = \{v > 0\}$. Thus, by proposition 2.3.9, $X$ is totally correct with respect to precondition \{v > 0\} and post condition \{u < v\}. By proposition 2.3.10 we see that $X$ is partially correct with respect to precondition $P = \{v > 0\}$ and post-condition $Q = \{u < v\}$ since $p A B[X](\text{true}) \rightarrow B[X](Q)$ is true.

We will see however that it is easier to treat partial correctness using the two generalizations of Dijkstra's original idea which are discussed in the next section.

2.4 Forward and Reverse Predicate Transformers for Partial Correctness.

In this section we introduce two generalizations of Dijkstra's original idea both of which are especially designed to handle questions relating to partial correctness. The first of the two predicate transformers to be considered is denoted by $R$ and associates with a statement $A$ and a post condition $Q$ the weakest precondition $R[A](Q)$ which must be satisfied initially in order to guarantee that the predicate $Q$ is satisfied when the statement terminates (if it does terminate).

Formally, we have the following definition:

2.4.1 Definition:

Let $R : ST \times P(S) + P(S)$ be defined by $R[A](Q) =
\[ s \in S \mid M[A](s) = \bot \text{ or } M[A](s) \in Q \} \] (We shall call \( R \) the reverse predicate transformer for partial correctness.)

The relationship between the predicate transformer \( R \) and the predicate transformer \( B \) defined in the preceding section is immediate.

2.4.2 Proposition:

Let \( A \) be a statement in \( ST \) and let \( Q \subseteq S \) be a predicate, then \( R[A](Q) = \sim B[A](T) \cup B[A](P) \)

Proof: \( B[A](T) \) is the set of states on which the program \( A \) terminates.

The second predicate transformer which we wish to consider is denoted by \( F \) and is in some sense the dual of the predicate transformer \( R \) defined above. \( F \) associates with a given statement \( A \) and precondition \( P \) the strongest post condition which will be satisfied by the final state of \( A \) provided that the initial state satisfies the precondition \( P \).

2.4.3 Definition:

Let \( F : ST \times P(S) \rightarrow P(S) \) be defined by \( F[A](P) = \{ M[A](P) \mid s \in P \} \) we will call \( F \) the forward predicate transformer for partial correctness\(^1\).

---

\(^1\)Note that there is no interesting analogue \( F' \) of a forward predicate transformer for total correctness. This is the case because if we are dealing with total correctness and the precondition \( P \) contains a state for which the program \( A \) does not terminate then \( F'[A](P) \) would have to be undefined. If on the other hand, \( A \) terminates for every state in \( P \) then we would have \( F'[A](P) = F[A](P) \).
2.4.4 Proposition:

Let \( A \) be a statement of \( PL[L_E,L_A] \) and let \( P \) and \( Q \) be formulas of \( L_A \) then the following are equivalent:

1. \( \{ P \} A \{ Q \} \)
2. \( P \rightarrow R[A](Q) \)
3. \( F[A](P) \rightarrow Q \)

Proof: We show only that \((1) \iff (3) \quad (1) \implies (3)\). Assume that \( \{ P \} A \{ Q \} \) is true. Then \( \forall s, s'[s \in P \land M[A](s) = s' \implies s \in Q]. \)

Let \( s' \in F[A](P) \) then \( s' = M[A](s) \) and \( s \in P \). By above assumption we get \( s' \in Q \). Thus when we view \( F[A](P) \) and \( Q \) as sets we know that \( F[A](P) \subseteq Q \). \((3) \implies (1)\): Assume that \( F[A](P) \subseteq Q \). Let \( s \in P \)

and \( M[A](s) = s' \) then \( s' \in F[A](P) \) so \( s' \in Q \). Thus we conclude that \( \forall s, s'[s \in P \land M[A](s) = s' \implies s' \in Q] \) is indeed true.

Similarly, we obtain

2.4.5 Proposition:

Let \( A \) be a statement of \( PL[L_E,L_A] \) and let \( P, Q \) be formulas of \( L_A \) then the following are true

1. \( \{ R[A](Q) \} A \{ Q \} \)
2. \( \{ P \} A \{ F[A](P) \} \)

The predicate transformer \( R \) satisfies all of the conditions necessary to be a healthy predicate transformer with the exception of the law of the excluded miracle. The law of the excluded miracle in some sense characterizes total correctness.

2.4.6 Proposition:

Let \( A \) be a statement in \( ST \).
(a) If \( P, Q \subseteq S \) are predicates then \( P \subseteq Q \) implies \( R[A](P) \subseteq R[A](Q) \).

(b) If \( \{ P_i \}_{i \geq 0} \) is a family of predicates then

\[
R[A] \left( \bigcup_{i \geq 0} P_i \right) = \bigcup_{i \geq 0} R[A](P_i)
\]

and

\[
R[A] \left( \bigcap_{i \geq 0} P_i \right) = \bigcap_{i \geq 0} R[A](P_i)
\]

**Proof:** Similar to the proof of proposition 2.3.2.

In a manner analogous to (b) we prove the following.

2.4.7 Proposition:

Let \( Q(u) \) and \( P(u) \) be formulas in \( L_A \) with free variable \( u \) (\( u \) must not be changed by the statement \( A \)) such that \( P(u) \) expresses \( R[A](Q(u)) \), then

(a) \( R[A] (\exists u \ Q(u)) = \exists u \ R(u) \) and

(b) \( R[A] (\forall u \ Q(u)) = \forall u \ R(u) \)

By a slight abuse of notation we write

(A') \( R[A] (\exists u \ Q(u)) = \exists u R[A](Q(u)) \) and

(B') \( R[A] (\forall u \ Q(u)) = \forall u R[A](Q(u)) \)

In addition, with the exception of the rule for \( \Omega \) and the rule for recursion the rules for "computing" \( R[A](P) \) are the same as those for \( B[A](P) \).

2.4.8 Proposition:

(1) \( R[\varnothing](P) = \text{true} \)

(2) \( R[\top](P) = P \)

(3) \( R[\big[A_1; A_2\big]](P) = R[A_1] (R[A_2] (P)) \)
(4) \( R[u := \tau](P) = P \frac{\tau}{u} \)

(5) \( R[b \rightarrow A_1, A_2](P) = (b \wedge R[A_1](P)) \lor (\neg b \wedge R[A_2](P)) \)

Proof: See the proof of propositions 2.3.4, 2.3.7, and 2.3.8.

As one would expect the rule for recursion is the dual of the one given in 2.3.5.

2.4.9 Proposition:

Let \( X \) be a procedure name occurring in a program which contains the procedure declaration \( X \equiv \tau \).

Let \( P \subseteq S \) be a predicate. Define the statement sequence \( \{X^i\} \) by induction

\[
X^0 = \emptyset \\
X^{i+1} = \tau \frac{X^i}{X}
\]

then

(A) The sequence \( \{R[X^i](P)\}_{i \geq 0} \) is a descending chain in \( P(S) \), i.e. for all \( i \geq 0 \) \( R[X^{i+1}](P) \subseteq R[X^i](P) \).

(B) \( R[X](P) = \bigcap_{i \geq 0} R[X^i](P) \).

Proof of (A): Let \( s \in R[X^{i+1}](P) \) then \( M[X^{i+1}](s) = \bot \) or there is an \( s' \) such that \( M[X^{i+1}](s) = s' \) and \( s' \in P \). If \( M[X^{i+1}](s) = \bot \) then \( M[X^i](s) = \bot \) also. If \( M[X^{i+1}](s) = s' \) then either \( M[X^i](s) = \bot \) or \( M[X^i](s) = s' \) and \( s' \in P \). Thus in any case \( s \in R[X^i](P) \).

Proof of (B): Let \( s \in R[X](P) \) then either \( M[X](s) = \bot \) or there is an \( s' \) such that \( M[X](s) = s' \) and \( s' \in P \). Thus either for all \( i \geq 0 \) \( M[X^i](s) = \bot \) or there is a \( j \) such that \( i \geq j \) implies \( M[X^i](s) = s' \). But this implies that for each \( i \) either \( M[X^i](s) = \bot \) or there is an \( s' \) such that \( M[X^i](s) = s' \) and \( s' \in P \). It follows that
s ∈ R[\(X_i\)](P) for all \(i\). Hence \(s ∈ \bigcap_{i > 0} R[X_i]\)(P) and thus
\(R[X](P) \subseteq \bigcap_{i > 0} R[X_i]\)(P).

Conversely, let \(s ∈ \bigcap_{i > 0} R[X_i](P)\), then for all \(i ≥ 0\), \(s ∈ R[X_i]\)(P). So for all \(i ≥ 0\), \(M[X_i]\)(s) = \perp\) or there exists an \(s' ∈ S\) such \(M[X_i]\)(s) = s'\) and \(s' ∈ P\). But since the sequence \(M[X_i]\)(s)\) is a chain we get that either for all \(i ≥ 0\) \(M[X_i]\)(s) = \perp\) or there exist \(s'\) and \(j\) such that \(i ≥ j\) implies that \(M[X_i]\)(s) = s'\) and \(s' ∈ P\). Hence \(M[X]\)(s) = \perp\) or there is an \(s'\) such that \(M[X]\)(s) = s'\) and \(s' ∈ P\). This means that \(s ∈ R[X](P)\) so we conclude that \(\bigcap_{i > 0} R[X_i]\)(P) ⊆ R[X](P).

The predicate transformer \(F: ST × P(S) → P(S)\) possesses a similar set of properties.

2.4.10 Proposition:

(A) If \(P, Q ⊆ S\) are predicates then \(P ⊆ Q\) implies \(F[A](P) ⊆ F[A](Q)\).

(B) \(F[A]\)(False) = False

(C) If \(\{P_i\}_{i > 0}\) is a family of predicates on \(S\)
    then \(F[A](\bigcup_{i > 0} P_i) = \bigcup_{i > 0} F[A](P_i)\)
    and \(F[A](\bigcap_{i > 0} P_i) ⊆ \bigcap_{i > 0} F[A](P_i)\)

Note that (B) does not imply total correctness in the case of the forward predicate transformer. Note further that it is impossible to claim equality in the second part of (C).

Proof: The proof of this proposition is similar to the proof of proposition 2.3.2. Let \(g: S → S\) be defined by \(g(s) = M[A](s)\) then properties (A), (B), and (C) follow from properties of direct images of sets under the mapping \(g\). If we translate (C) from a statement about sets to a logical assertion we obtain:
2.4.11 Proposition:

Let \( Q(u) \) and \( P(u) \) be formula in \( L_A \) with free variable \( u \) (\( u \)
must not be changed by the statement \( A \)) such that \( P(u) \) expresses \( F[A] (Q(u)) \) then

(A) \( F[A] (\exists u Q(u)) = \exists u F(u) \)

(B) \( F[A] (\forall u Q(u)) = \forall u F(u) \)

Again by a slight abuse of notation, we write

(A') \( F[A] (\exists u Q(u)) = \exists u F[A] (Q(u)) \)

(B') \( F[A] (\forall u Q(u)) = \forall u F[A] (Q(u)) \)

The rules for "computing" \( F[A] (P) \) are analogous to the rules for "computing" \( R[A] (P) \).

2.4.12 Proposition:

Let \( P \subseteq S \) be a predicate, then

(A) \( F[\emptyset] (P) = \text{false} \)

(B) \( F[I] (P) = P \)

(C) \( F[(A_1 ; A_2)] (P) = F[A_2] (F[A_1] (P)) \)

(D) if \( X \) and the sequence \( \{X^i\}_{i \geq 0} \) are as in proposition 2.4.9 then

(i) the sequence \( \{F[X^i] (P)\}_{i \geq 0} \) is an ascending chain in \( P(S) \)

(ii) \( F[X] (P) = \bigcup_{i \geq 0} F[X^i] (P) \)

(E) \( F[u := t] (P) = \exists u' [u = t \frac{u}{u'} \land P \frac{u'}{u}] \)

(F) \( F[(b \to A_1 ; A_2)] (P) = F[A_1] (P \land b) \lor F[A_2] (P \land \neg b) \)

Note in (E) and (F) we are assuming that \( P \) is expressible.

Proof of (E):

(i) \( F[u := t] (P) \subseteq \exists u' [u = t \frac{u}{u'} \land P \frac{u'}{u}] \)

Let \( s \in F[u := t] (P) \) then there exists an \( s' \) such that \( M[u := t] (s') = s \) and \( s' \in P \).

By proposition 2.2.1 we know that
\[s(u) = a[t(s')]\]
\[s(i) = s'(i), \quad i \in \text{Id}, \quad i \neq u\]

Thus, we have that
\[a[u(s)] = a[t \frac{s'(u)}{u} (s)]\]
and
\[a[p \frac{s'(u)}{u} (s)] = \text{true}\]

It follows that
\[a[(u = t \frac{s'(u)}{u} \land p \frac{s'(u)}{u}) (s)] = \text{true}\]

Hence
\[a[\exists u' \quad (u = t \frac{u'}{u} \land p \frac{u'}{u}) (s)] = \text{true}\]
and
\[s \in \exists u' \quad (u = t \frac{u'}{u} \land p \frac{u'}{u})\]

(ii). \[\exists u'\quad [u = t \frac{u'}{u} \land p \frac{u'}{u}] \subseteq F[u := t] (P)\]

Let \[s \in \exists u' \quad [u = t \frac{u'}{u} \land p \frac{u'}{u}]\]

then
\[a[\exists u'\quad [u = t \frac{u'}{u} \land p \frac{u'}{u}] (s)] = \text{true}\]

so there is an \[a \in D\] such that
\[a[(u = t \frac{a}{u} \land p \frac{a}{u}) (s)] = \text{true}.

Let \[s': \quad \text{Id} \to D\] be defined by \[s'(i) = \begin{cases} a & \text{if } i = u \\ s(i) & \text{o.w.} \end{cases}\]

Since \[a[u(s)] = a[t \frac{a}{u} (s)]\] and \[a[p \frac{a}{u} (s)] = \text{true},\]
we have
\[a[u(s)] = a[t(s')]\]
and
\[a[p(s')] = \text{true}\]

Thus \[M[u := t] (s') = t\] and \[s' \in P\]

so \[s \in F[u := t] (P)\].
2.4.13 Proposition:

Let \( A \) be a statement in \( ST \) and let \( P, Q \subseteq S \) be predicates, then

1. \( F[A] (R[A] (Q)) \subseteq Q \)
2. \( P \subseteq R[A] (F[A] (P)) \)

We conclude this section with two examples.

Example 1: If \( A \) is the statement in the example following proposition 2.3.8 then \( R[A] (P) = B[A] (P) = \{ u - v \leq 3 \} \). This can be seen in two different ways. First the rules for "computing" \( R[A] (P) \) are the same as those for computing \( B[A] (P) \) since \( A \) does not involve the undefined statement or recursion. Secondly, recall that \( R[A] (P) = \neg B[A] (true) \lor B[A] (P) \). Since \( A \) always terminates, \( B[A] (true) = true \). So \( R[A] (P) = B[A] (P) \).

The computation of \( F[A] (\{ u - v \leq 3 \}) \) is also straightforward.

\[
F[A_1] (u - v \leq 3) = 3 u' [u = u' - v \land u' - v \leq 3] = \{ u \leq 3 \}.
\]

Thus \( F[A] (u - v \leq 3) = F[A_2] (F[A_1] (u - v \leq 3)) = F[A_2] (u \leq 3) = F[u := 3] (u \leq 3 \land u \geq 2) \lor F[u := u - 4] (u \leq 3 \land u < 2) = [v = 3 \land 2 \leq u \leq 3] \lor false = [v = 3 \land 2 \leq u \leq 3]. \)

thus \( F[A] (B[A] (P)) \rightarrow P \) for \( P = \{ u + v \leq 6 \} \)
as we would expect from proposition 2.4.13.

Example 2: If \( X \) is the procedure considered at the end of section 2.2, then \( R[X] (\{ u > v \}) = \{ u \geq 0 \} \) while \( B[X] (\{ u > v \}) = \{ v > 0 \} \). Thus we have a simple example of a situation in which \( B[X] (P) \) and \( R[X] (P) \) differ.
2.5. The Fundamental Invariance Theorem.

In this section we examine Dijkstra's Fundamental Invariance Theorem for Recursive Procedures. We state (in the notation of the preceding sections) the version of the theorem which was given in Dijkstra's original paper.

(Dijkstra): Let $X$ be a procedure name occurring in a program which contains the procedure declaration $X \equiv \tau$. Let $P$, $Q \subseteq S$ be predicates. Define the statement sequence $\{X^i\}_{i \geq 0}$ by induction:

$$
X^0 = \Omega
$$

$$
X^{i+1} = \tau \frac{X^i}{X}
$$

If for all $i \geq 0$

$$
P \land B [X^i](Q)
$$

implies

$$
P \land B [X^{i+1}](Q)
$$

then $P \land B [X](T) \Rightarrow B [X](Q)$.

As has been pointed out numerous times (see, for example, deBakker [DE75] or McGowan and Misra [MC73]) this original version of the theorem is incorrect. To see that this is the case simply choose $P = \text{true}$, $Q = \text{false}$, and $\tau = I$ ($\tau$ is the procedure body for $X$, $I$ is the null statement), then all three implications reduce to (true $\Rightarrow$ false). The references listed above give a slight modification of the original version of the theorem which is correct. Instead of following this course, we rephase the theorem in terms of the predicate transformers $R$ and $F$ (for partial correctness) and examine some of the theorem's applications.

2.5.1 Theorem:

(Dijkstra) Let $X$ be a procedure name occurring in a program which contains the declaration $X \equiv \tau$. Let $P$, $Q \subseteq S$ be predicates. Define
the statement sequence \( \{x_i^i\}_{i \geq 0} \) by induction

\[
x^0 = \Omega
\]

\[
x^{i+1} = \tau \frac{x^i}{x}
\]

if for all \( i \geq 0 \)

\[ P \Rightarrow R[x^i] (Q) \]

implies

\[ P \Rightarrow R[x^{i+1}] (Q) \]

then we may conclude that

\[ P \Rightarrow R[X] (Q) \]

Proof: We rephrase the implications in terms of set inclusions. The we assume that for all \( i \geq 0 \)

\[ P \subseteq R[x^i] (Q) \]

implies

\[ P \subseteq R[x^{i+1}] (Q) \]

Note that \( R[x^0] (Q) = R[\Omega] (Q) = \text{true} = S \) so that \( P \subseteq R[x^0] (Q) \). By the assumption above and induction we conclude that for all \( i \geq 0 \)

\[ P \subseteq \bigcap_{i \geq 0} R[x^i] (Q) \]

Hence \( P \subseteq \bigcap_{i \geq 0} R[x^i] (Q) \). But by proposition 2.4.9

\[ R[X] (Q) = \bigcap_{i \geq 0} R[X_i] (Q) \]

thus we conclude that \( P \subseteq R[X] (Q) \) or that the implication \( P \Rightarrow R[X] (Q) \) is true.1

Before going further we give a simple illustration how the fundamental invariance theorem can be used. We prove the soundness of Hoare's axiom for the while statement, i.e. the axiom

\[
\{P \land b\} \quad A \quad \{P\}, \quad P \land \neg b \Rightarrow Q \\
\{P\} \quad X \quad \{Q\}
\]

where \( X \) is bound by the declaration \( X \equiv (b \Rightarrow (A; X), I) \) and \( A \) is an

---

1Note the similarity of the Fundamental Invariance Theorem to the rule of Scott Induction (see [DE75] or [SC71]).
arbitrary statement of ST. To be precise, let \( P, Q \) be two formulas of \( L_A \); then in order to prove soundness we must show that if \( P \land b \rightarrow R[A] (P) \) and \( P \land \neg b \rightarrow Q \) are both true (under some interpretation \( \mathfrak{A} \)) then \( P \rightarrow R[X] (Q) \) is also true (in \( \mathfrak{A} \)). Let the sequence \( X^i, i = 1, 2, 3, \ldots \) defined by
\[
X^0 = \Omega \\
X^{i+1} = b \rightarrow (A; X^i), \quad i
\]
Note that since \( P \land b \rightarrow R[A] (P) \) and \( P \land \neg b \rightarrow Q \) are both true by assumption, it follows that \( P \rightarrow [(b \land R[A] (P)) \lor (\neg b \land Q)] \) is also true. Note further that \( R[X^{i+1}] (Q) = (b \land R[A] (R[X^i] (Q))) \lor (\neg b \land Q) \). Thus, if we assume that \( P \rightarrow R[X^i] (Q) \) it will follow that
\[
R[A] (P) \rightarrow R[A] (R[X^i] (Q)) \\
b \land R[A] (P) \rightarrow b \land R[A] (R[X^i] (Q)) \\
(b \land R[A] (P)) \lor (\neg b \land Q) \rightarrow [b \land R[A] (R[X^i] (Q))] \lor (\neg b \land Q)
\]
\( \equiv \)
\[
P \rightarrow R[X^{i+1}] (Q)
\]
Thus, by the version of the fundamental invariance theorem given above we have that \( P \rightarrow R[X] (Q) \) as was required. In a subsequent section we will show that the soundness of axioms such as those are for the while statement follows directly from the greatest fixed point characterization of \( R[X] (Q) \).

As the reader probably expects there is also a version of the fundamental invariance theorem which applies to the forward predicate transformer \( R \).

2.5.2 Theorem:

Let \( X, \tau, P, Q, \) and \( X^i \) be as in theorem 2.5.1 then if for all
\[ i \geq 0 \]
\[ F[X^i] (P) \Rightarrow Q \]

implies
\[ F[X^{i+1}] (P) \Rightarrow Q \]

Then we may conclude that
\[ F[X] (P) \Rightarrow Q \]

Proof: As in theorem 2.5.1 we assume that \( F[X^i] (P) \subseteq Q \) implies \( F[X^{i+1}] (P) \subseteq Q \). Observe that \( F[X^0] (P) = F[R] (P) = \emptyset \subseteq Q \). Hence, by assumption and induction we get that \( F[X^i] (P) \subseteq Q \) for all integers \( i \geq 0 \).

Thus \( \bigcup_{i \geq 0} F[X^i] (P) \subseteq Q \). By proposition 2.4.12 we know that \( F[X] (P) = \bigcup_{i \geq 0} F[X^i] (P) \). Thus \( F[X] (P) \subseteq Q \) or equivalently \( F[X] (P) \Rightarrow Q \).

The duality of the forward and reverse predicate transformers for partial correctness is further emphasized by the fact that we can equally well carry out the proof of the soundness of Hoare's axiom for the while statement by using the forward predicate transformer \( F \). This time we must show that if \( F[A] (P \land b) \Rightarrow P \) and \( P \land \neg b \Rightarrow Q \) are both true in some interpretation \( \mathfrak{a} \), then \( F[X] (P) \Rightarrow Q \) will also be true where \( X \equiv (b \land (A; X)) \). Thus we assume \( F[X^i] (P) \Rightarrow Q \). Since \( F[A] (P \land b) \Rightarrow P \) we have
\[ F[X^i] (F[A] (P \land b)) \Rightarrow F[X^i] (P) \]
or
\[ F[X^i] (F[A] (P \land b)) \Rightarrow Q \]

Since \( P \land \neg b \Rightarrow Q \), it follows that
\[ F[X^i] (P \land b) \lor (P \land \neg b) \Rightarrow Q \]
or
\[ F[X^{i+1}] (P) \Rightarrow Q \]

By theorem 2.5.2 we see that \( F[X] (P) \Rightarrow Q \).

Note that in this case there is very little difference in the complexity
of the proof of the soundness of the while statement regardless of
whether we use the predicate transformer $R$ or the predicate transformer
$F$. We will investigate this duality more in a later section of this paper.

2.6 Predicate Transformer Fixed Point Theorems

In this section we state and prove a number of predicate transformer
fixed point theorems. These theorems are important because of the light
they shed on the relationship between partial and total correctness and
also because they are useful in proving soundness (relative) completeness
of Hoare-like axiom systems. We begin this section with a number of
definitions.

2.6.1 Definition:

A function $G: P(S) \rightarrow P(S)$ is additive iff whenever \( \{U_i\}_{i \geq 0} \) is
a family of subsets of $S$ we have

\[
G(\bigcup_{i \geq 0} U_i) = \bigcup_{i \geq 0} G(U_i)
\]

$G: P(S) \rightarrow P(S)$ is fully additive iff whenever \( \{U_i\} \) is a family of
subsets of $S$ we have both

\[
G(\bigcup_{i \geq 0} U_i) = \bigcup_{i \geq 0} G(U_i)
\]

and

\[
G(\bigcap_{i \geq 0} U_i) = \bigcap_{i \geq 0} G(U_i).
\]

2.6.2 Definition:

A set of procedure declarations

\[
X_1 \equiv \tau_1
\]

\[
X_2 \equiv \tau_2
\]

\[
\vdots
\]

\[
X_n \equiv \tau_n
\]
is self-contained iff every procedure name \( X \) occurring in \( \tau_1, \ldots, \tau_n \) is one of \( X_1, \ldots, X_n \), and none of the \( \tau_i \) contains an instance of the undefined statement \( \Omega \).

2.6.3 Definition:

A self-contained system of procedure declarations

\[
X_1 = \tau_1 \\
X_2 = \tau_2 \\
\vdots \\
X_n = \tau_n
\]

possesses the uniform termination property iff for all possible initial states \( s \in S \) and for all \( i, 1 \leq i \leq n \) we have \( M[X_i](s) \neq \bot \).

We next introduce the notion of a regular system of procedure declarations. The definition is modified from deBakker [DE71] and is given in cases.

2.6.4 Definition:

Let \( X \) be a procedure name, \( \tau_1 \) and \( \tau_2 \) be statements. Then

A. \( X \) is regular in \( X \).

B. If \( \tau_1 \) does not contain \( X \) and \( \tau_2 \) is regular in \( X \), then \( (\tau_1; \tau_2) \)
   is regular in \( X \).

C. If \( \tau_1 \) and \( \tau_2 \) are both regular in \( X \) then \( (b \rightarrow \tau_1, \tau_2) \) is
   regular in \( X \).

2.6.5 Definition:

A self-contained system of procedure declarations

\[
X_1 = \tau_1 \\
X_2 = \tau_2 \\
\vdots \\
X_n = \tau_n
\]
is a regular system iff each procedure body $\tau_i$ is regular in all of the procedure names $X_j$.

Intuitively, the regular systems of procedure declarations are those systems of procedure declarations which are directly representable as flow charts. Thus, for example,

(a) $X \equiv (b + (A_1; X), I)$
(b) $X \equiv A_1; (b + (A_2; X), Y)$

$$Y \equiv (c + (A_3; X), A_4)$$

are regular systems provided none of the statements $A_1, A_2, A_3, A_4$ contains a procedure call, while

(c) $X \equiv (b + A_1; X; A_2, I)$

and

(d) $X \equiv (b + A_1; X; Y, I)$

$$Y \equiv (c + (A_2; Y), X)$$

are not regular systems.

We also need the following proposition since it enables us to work with several procedure declarations simultaneously rather than one declaration at a time.

2.6.6 Proposition:

Let $X_1 \equiv \tau_1$

$$X_2 \equiv \tau_2$$

$$\vdots$$

$$X_n \equiv \tau_n$$

be a self-contained system of procedure declarations. Define the statement sequence $X_1^i, X_2^i, \ldots, X_n^i$ for $i = 1, 2, 3, \ldots$ inductively as follows:

$$X_1^0 = X_2^0 = \ldots = X_n^0 = \Omega$$
and
\[
\begin{align*}
\tau_{i+1}^{X_1, X_2, \ldots, X_n} & = \frac{\tau_{i}^{X_1, X_2, \ldots, X_n}}{X_1, X_2, \ldots, X_n} \\
\tau_n^{X_1, X_2, \ldots, X_n} & = \frac{\tau_n^{X_1, X_2, \ldots, X_n}}{X_1, X_2, \ldots, X_n}
\end{align*}
\]

then:

(A) \( BX_1 (P) = \bigcup_{i \geq 0} BX_i^X (P) \)
\[
\vdots
\]
\( BX_n (P) = \bigcup_{i \geq 0} BX_i^X (P) \)

(B) \( RX_1 (P) = \bigcap_{i \geq 0} RX_i^X (P) \)
\[
\vdots
\]
\( RX_n (P) = \bigcap_{i \geq 0} RX_i^X (P) \)

(C) \( FX_1 (P) = \bigcup_{i \geq 0} FX_i^X (P) \)
\[
\vdots
\]
\( FX_n (P) = \bigcup_{i \geq 0} FX_i^X (P) \)

**Proof:** See the proof of propositions 2.3.5, 2.4.9 and 2.4.12. Also see proposition 2.2.4.

Let
\[
\begin{align*}
\tau_{1} & = \tau_{1} \\
\vdots \\
\tau_n & = \tau_n
\end{align*}
\]

be a regular system of procedure declarations and let \( P \subseteq S \) be a predicate. We associate with \( \tau \) and \( P \) a set of \( n \) predicate transformers \( G_1, G_2, \ldots, G_n \) where each \( G_i : P(S)^n \rightarrow P(S) \). The \( G_i 's \) are defined in terms of a mapping \( \Gamma_1 : ST \times P(S) \rightarrow P(S) \) i.e. for all \( i \) \( G_i (U_1, U_2, \ldots, U_n) = \Gamma_1 [\tau_i] (P) \). \( \Gamma_1 \) is defined by cases

(A) \( \Gamma_1 [(A_1; A_2)] (Q) = \Gamma_1 [A_1] (\Gamma_1 [A_2] (Q)) \)

(B) \( \Gamma_1 [(b \rightarrow A_1, A_2)] (Q) = [b \land \Gamma_1 [A_1] (Q)] \lor [\neg b \land \Gamma_1 [A_2] (Q)] \)

(C) \( \Gamma_1 [A] (Q) = B[A] (Q) = B[A] (Q) \) if \( A \) is
the identity statement or an assignment statement.

(D) \( G_1 [X_1] (Q) = U_1 \)

Note that \( G_1 [\tau_i] (P) \) will be well defined as long as \( \tau_i \) is regular in \( X_1 \ldots X_n \). If \( X \) is bound by the procedure declaration \( X \equiv (b \rightarrow (A;X), I) \) then the predicate transformer \( G \) associated with \( X \) and \( P \) is

\[
G(U) = [b \land BA (U)] \lor [\neg b \land P]
\]

\[
= [b \land RA (U)] \lor [\neg b \land P]
\]

provided that \( A \) is a simple statement, i.e. \( A \) does not contain \( \Omega \) or any procedure calls. If \( * \) is the regular system

\[
X \equiv A_1; (b \rightarrow (A_2;X), Y)
\]

\[
Y \equiv (c \rightarrow (A_3;X), A_4)
\]

then we have

\[
G_1 (U, V) = BA_1 ([b \land BA_2 (U)] \lor [\neg b \land V])
\]

\[
G_2 (U, V) = [c \land BA_3 (U)] \lor [\neg c \land BA_4 (P)]
\]

We next list some of the properties of the mappings of \( G_1: P(S)^n \rightarrow P(S) \). These properties can be verified by a structural induction on the regular system (*). To conserve space we illustrate each with an example rather than include a detailed proof.

2.6.7 Proposition:

\( G_1: P(S)^n \rightarrow P(S) \) is fully additive in each component.

For example, if \( G(U) = [b \land BA(U)] \lor [\neg b \land P] \) then

\[
G (\bigcup_{i \geq 0} U_i) = [b \land \bigcup_{i \geq 0} BA (U_i)] \lor [\neg b \land P]
\]

\[
= [b \land \bigcup_{i \geq 0} BA (U_i)] \lor [\neg b \land P]
\]
\[
= \bigcup_{i \geq 0} [\{ b \land BA (U_i) \} \lor (\neg b \land P)]
= \bigcup_{i \geq 0} G(U_i)
\]

The crucial step is of course that \( BA \left( \bigcup_{i \geq 0} U_i \right) = \bigcup_{i \geq 0} BA (U_i) \) which follows from proposition 2.4.6. In exactly the same way we show that \( G(\bigcap_{i \geq 0} U_i) = \bigcap_{i \geq 0} G(U_i) \)

2.6.8 Proposition:

\( G_i : P(S)^n \rightarrow P(S) \) is monotonic in each component.

Proof: This follows immediately from the fact that each \( G_i \) is fully additive in every component.

2.6.9 Proposition:

\( G_j (BX^i_1 (P), \ldots, BX^i_n (P)) = BX^{i+1}_j (P) \)

For example, if \( X = (b \rightarrow (A; X), I) \) then \( X^0 = \emptyset \) and \( X^{i+1} = (b + (A; X^i), I) \) so that \( BX^{i+1}_j (P) = (b \land BA(BX^i_j (P))) \lor (\neg b \land P) \)

= \( G_B(X^i_j (P)) \)

2.6.10 Proposition:

\( G_j (RX^i_1 (P), \ldots, RX^i_n (P)) = RX^{i+1}_j (P) \)

See the example used to illustrate 2.6.9 above and recall that excluding the undefined statement and recursion, the "rules" computing \( R[A](P) \) and \( B[A](P) \) are the same.

We are now ready to state the first of a series of predicate transformer fixed point theorems.

2.6.11 Theorem:

Let \( \{ X_1 \equiv T_1, \ldots, X_n \equiv T_n \} \) be a regular system of
procedure declarations and let \( P \subseteq S \) be a predicate. Define

\[ G_1 \ldots G_n \] as indicated above and let \( G: P(S)^n \rightarrow P(S)^n \) is given by

\[ G(U_1 \ldots U_n) = (G_1(U_1) \ldots U_n)\ldots G_n(U_1 \ldots U_n) \]

Then, if "\( \leq \)" is the natural ordering on \( P(S) \) (i.e. \( U_1 < U_2 \) for all \( i, 1 \leq i \leq n \)) we may conclude that with respect to "\( \leq \)"

(A) \( \langle BX_1(P), \ldots, BX_n(P) \rangle \) is the least fixed point of \( G \).

(B) \( \langle RX_1(P), \ldots, RX_n(P) \rangle \) is the greatest fixed point of \( G \).

(C) If the system \( \# \) possesses the uniform termination property then \( G \) has a unique fixed point i.e.

\[ \langle BX_1(P), \ldots, BX_n(P) \rangle = \langle RX_1(P), \ldots, RX_n(P) \rangle \]

Proof of (A): We show first that \( \langle BX_1(P), \ldots, BX_n(P) \rangle \) is a fixed point of \( G \).

\[ G( \langle BX_1(P), \ldots, BX_n(P) \rangle ) = G( \langle \sum_{i \geq 0} BX_i^1(P) \ldots U_i BX_i^n(P) \rangle ) \]

\[ = G \langle G_1( \langle \sum_{i \geq 0} BX_i^1(P) \ldots U_i BX_i^n(P) \rangle ) \ldots G_n( \langle \sum_{i \geq 0} BX_i^1(P) \ldots U_i BX_i^n(P) \rangle ) \rangle \]

\[ = \langle \sum_{i \geq 0} G_1( BX_i^1(P), \ldots BX_i^n(P) ) \ldots G_n( BX_i^1(P) \ldots BX_i^n(P) ) \rangle \]

by propositions 2.6.7 and 2.6.8.

\[ = \langle U_{i \geq 0} BX_{i+1}^1(P), \ldots, U_{i \geq 0} BX_{i+1}^n(P) \rangle \]

by proposition 2.6.9.

\[ = \langle BX_1(P), \ldots, BX_n(P) \rangle \]

Next we show that \( \langle BX_1(P), \ldots, BX_n(P) \rangle \) is the least fixed point of \( G \).

Suppose that \( \langle U_1 \ldots U_n \rangle \) is a fixed point of \( G \) then (i) \( \langle BX_1^0(P), \ldots, BX_n^0(P) \rangle \leq \langle U_1 \ldots U_n \rangle \) and (ii) if \( \langle BX_1^i(P), \ldots, BX_n^i(P) \rangle \leq \langle U_1 \ldots U_n \rangle \) then we have \( G( \langle BX_1^i(P), \ldots, BX_n^i(P) \rangle ) \leq G( \langle U_1 \ldots U_n \rangle ) \) by proposition 2.6.8.

Since \( \langle BX_1^{i+1}(P), \ldots, BX_n^{i+1}(P) \rangle = G( \langle BX_1^i(P), \ldots, BX_n^i(P) \rangle ) \) and
\[
G(\langle U_1 \ldots U_n \rangle) = \langle U_1 \ldots U_n \rangle \text{ we get } \langle BX_1^{i+1}(P), \ldots, BX_n^{i+1}(P) \rangle \leq \langle U_1 \ldots U_n \rangle.
\]

Hence by induction we conclude that for all \( i \),
\[
\langle BX_1^i(P), \ldots, BX_n^i(P) \rangle \leq \langle U_1, \ldots, U_n \rangle.
\]

So,
\[
\langle \bigcup_{i \geq 0} BX_1^i(P), \ldots, \bigcup_{i \geq 0} BX_n^i(P) \rangle \leq \langle U_1, \ldots, U_n \rangle
\]
or
\[
\langle BX_1(P), \ldots, BX_n(P) \rangle \leq \langle U_1, \ldots, U_n \rangle
\]

**Proof of (B):** The proof is similar to the proof of (A). We show first that \( \langle RX_1(P), \ldots, RX_n(P) \rangle \) is a fixed point of \( G \).

\[
G(\langle RX_1(P), \ldots, RX_n(P) \rangle) = G(\langle \bigcup_{i \geq 0} RX_1^i(P), \ldots, \bigcup_{i \geq 0} RX_n^i(P) \rangle)
\]

\[
= G(\langle \bigcup_{i \geq 0} RX_1^i(P), \ldots, \bigcup_{i \geq 0} RX_n^i(P) \rangle) = \langle \bigcup_{i \geq 0} RX_1^i(P), \ldots, \bigcup_{i \geq 0} RX_n^i(P) \rangle
\]

\[
= \langle \bigcup_{i \geq 0} RX_1^{i+1}(P), \ldots, \bigcup_{i \geq 0} RX_n^{i+1}(P) \rangle
\]

We next show that \( \langle RX_1(P), \ldots, RX_n(P) \rangle \) is the greatest fixed point of \( G \). Suppose that \( \langle U_1 \ldots U_n \rangle \) is a fixed point of \( G \), then (i) \( \langle U_1 \ldots U_n \rangle \leq \langle RX_1^0(P), \ldots, RX_n^0(P) \rangle \) and (ii) if \( \langle U_1 \ldots U_n \rangle \leq \langle RX_1^i(P), \ldots, RX_n^i(P) \rangle \) then \( G(\langle U_1 \ldots U_n \rangle) \leq G(\langle RX_1^i(P), \ldots, RX_n^i(P) \rangle) \) so \( \langle U_1 \ldots U_n \rangle \leq \langle RX_1^{i+1}(P), \ldots, RX_n^{i+1}(P) \rangle \).

Hence, by induction, we have that for all \( i \geq 0 \),
\[
\langle U_1 \ldots U_n \rangle \leq \langle RX_1^i(P), \ldots, RX_n^i(P) \rangle
\]
thus
\[
\langle U_1 \ldots U_n \rangle \leq \langle \bigcup_{i \geq 0} RX_1^i(P), \ldots, \bigcup_{i \geq 0} RX_n^i(P) \rangle
\]
or

\[ \langle U_1, \ldots, U_n \rangle \leq \langle RX_1(P), \ldots, RX_n(P) \rangle \]

**Proof of (C):** If the system \( \Delta \) possesses the uniform termination property, then for all \( j, \ 1 \leq j \leq n \) we have \( BX_j(\text{true}) = \text{true} \) and thus that \( BX_j(P) = RX_j(P) \).

**Example:** If \( X \) is bound by the procedure declaration \( X \equiv (b \rightarrow (A_1; X) \ I) \) then \( G(U) = [b \land BA(U)] \lor [\neg b \land P] \).

By the above theorem we know that the least fixed point of \( G \) is \( BX(P) \) and that the greatest fixed point of \( G \) is \( RX(P) \) (provided of course that \( A \) is simple).

**Example:** If the regular system under consideration is

\[ X \equiv A_1; (b \rightarrow (A_2; X), Y) \]
\[ Y \equiv (c \rightarrow (A_3; X), A_4) \]

then \( G \) is given by

\[ G(\langle U, V \rangle) = \langle BA_1([b \land BA_2(U)] \lor [\neg b \land V]), \]
\[ [c \land BA_3(U)] \lor [\neg c \land BA_4(P)] \rangle \]

In this case the least fixed point of \( G \) is the pair \( \langle BX(P), BY(P) \rangle \) and the greatest fixed point is the pair \( \langle RX(P), RY(P) \rangle \) (if \( A_1, A_2, A_3, A_4 \) are all simple statements.)

The reader should notice that the arguments used to establish theorem 2.6.11 do not generalize to handle non-regular systems of procedure declarations. To see that this is the case compute \( \Gamma_1[\tau](Q) \) where \( \tau \) is \( A_1; X; A_2 \) and observe what happens to \( A_2 \). If we consider predicate transformer functionals rather than simply predicate transformers in our search for fixed point equations, the argument can be made to work.
2.6.12 Definition:

Let $H_1, H_2: P(S) \rightarrow P(S)$ then we write $H_1 \subseteq H_2$ iff for all $P \subseteq S$ $H_1(P) \subseteq H_2(P)$. If $\{H_i\}_{i \geq 0}$ is a family of functions such that $H_i: P(S) \rightarrow P(S)$ then we define

$$\bigcap_{i \geq 0} H_i: P(S) \rightarrow P(S)$$

and

$$\bigcup_{i \geq 0} H_i: P(S) \rightarrow P(S)$$

by $\bigcap_{i \geq 0} H_i(P) = \bigcap_{i \geq 0} H_i(P)$

and

$$\bigcup_{i \geq 0} H_i(P) = \bigcup_{i \geq 0} H_i(P).$$

2.6.13 Definition:

Let $G: (P(S) \rightarrow P(S)) \rightarrow (P(S) \rightarrow P(S))$ then $G$ is additive iff for every family of functions $\{H_i\}_{i \geq 0}$ $H_i: P(S) \rightarrow P(S)$ we have

$$G(\bigcap_{i \geq 0} H_i) = \bigcap_{i \geq 0} G(H_i)$$

if, in addition,

$$G(\bigcup_{i \geq 0} H_i) = \bigcup_{i \geq 0} G(H_i)$$

then we say that $G$ is fully additive.

Let $\begin{cases} X_1 \equiv \tau_1 \\ \vdots \\ X_n \equiv \tau_n \end{cases}$ be a self contained system of procedure declarations. Let $H_i: P(S) \rightarrow P(S)$ for $1 \leq i \leq n$ and let $P \subseteq S$, then we define $G_{i[H_1 \ldots H_n]}(P) = \Gamma_2 [\tau_i](P)$, $1 \leq i \leq n$ where

$\Gamma_2: ST \times P(S) \rightarrow P(S)$ is defined by:

(A) $\Gamma_2( (A_1; A_2) ) (P) = \Gamma_2(A_1) ( \Gamma_2(A_2) (P) )$
(B) \( \Gamma_2 [b + A_1, A_2] (P) = [b \land \Gamma_2 [A_1] (P)] \lor [-b \land \Gamma_2 [A_2] (P)] \)

(C) \( \Gamma_2 [A] (P) = R [A] (P) = B [A] (P) \) if \( A \) is the null statement or an assignment statement.

(D) \( \Gamma_2 [X_1] (P) = H_1 (P) \)

Thus \( \Gamma_2 \) as defined above is identical to the \( \Gamma_1 \) used in the argument preceding theorem 2.6.11 with the exception of case (D). Note that we can regard \( G_1 \) as a function from \((P(S) + P(S))^n \) to \((P(S) \rightarrow P(S))\).

**Example:** If \( X \) is bound by the procedure declaration \( X \equiv (b + A_1; X; A_2; I) \) then \( G[H] (P) = [b \land BA_1 (H(BA_2 (P))) \lor [-b \land P] \).

If the declaration system is

\[
\begin{align*}
X & \equiv (b + A_1; X; Y; I) \\
Y & \equiv (c \rightarrow A_2; Y, X)
\end{align*}
\]

then we have

\[
G_1[H_1, H_2] (P) = [b \land BA_1 (H_1(H_2(P))) \lor [-b \land P]
\]

and

\[
G_2[H_1, H_2] (P) = [c \land BA_2 (H_2(P)) \lor [-b \land H_1 (P)]
\]

(Note that we are again assuming that \( A_1 \) and \( A_2 \) are simple statements).

Before stating theorem 2.6.17 we list a number of properties of the functionals \( G_1 \) which are needed in the proof. As in the case of theorem 2.6.11 these properties can be verified, in general, by laborious structural inductions. We content ourselves with an example illustrating each.

**2.6.14 Proposition:**

\( G_1 : (P(S) \rightarrow P(S))^n \rightarrow (P(S) \rightarrow P(S)) \) is fully additive in each component.
Example: Let $G[H](P) = [b \land BA_1(H(BA_2(P)))) \lor [- b \land P]$ as above.

Then

$$G\left[\bigcup_{i \geq 0} H_i\right](P) = [b \land BA_1\left(\bigcup_{i \geq 0} H_i(BA_2(P))\right)] \lor [- b \land P]$$

$$= \left[\bigcup_{i \geq 0} G[H_i](P)\right] = \left(\bigcup_{i \geq 0} G[H_i]\right)(P).$$

Similarly, $G[\bigcup_{i \geq 0} H_i](P) = \left(\bigcup_{i \geq 0} G[H_i]\right)(P)$.

2.6.15 Proposition:

If $L_1 \subseteq M_1, \ldots, L_n \subseteq M_n$ in the function space $(P(S) \to P(S))$, then

$$G_i[L_1, \ldots, L_n] \subseteq G_i[M_1, \ldots, M_n]$$

i.e. $G_i$ is monotonic in each component.

Proof: This follows immediately from full additivity.

2.6.16 Proposition:

(A) $G_j[BX_1^i, \ldots, BX_n^i] = BX_j^{i+1}$

(B) $G_j[RX_1^i, \ldots, RX_n^i] = RX_j^{i+1}$

For example, if $G[H](P) = [b \land BA_1(H(BA_2(P)))) \lor [- b \land P]$ then $G[BX^i](P) = [b \land BA_1(BX^i(BA_2(P)))) \lor [- b \land P]$

$$= BX_j^{i+1}(P)$$

Similarly, $G[RX^i](P) = RX_j^{i+1}(P)$

We are now ready to state the second predicate transformer fixed point theorem.
2.6.17 Theorem:

Let \( \begin{align*} X_1 &= \tau_1 \\ \vdots \\ X_n &= \tau_n \end{align*} \) be a self-contained system of procedure declarations. Let \( G_1, \ldots, G_n \) be the associated set of predicate transformer functionals described above. Define \( G : \mathbf{P(S) P(S)} \rightarrow (\mathbf{P(S) P(S)})^n \) by \( G[H_1, \ldots, H_n] = \langle G_1[H_1, \ldots, H_n], \ldots, G_n[H_1, \ldots, H_n] \rangle \) then under the natural component-wise ordering on \( (\mathbf{P(S) P(S)})^n \) we have

(A) \( \langle BX_1, \ldots, BX_n \rangle \) is the least fixed point of \( G \).

(B) \( \langle RX_1, \ldots, RX_n \rangle \) is the greatest fixed point of \( G \).

(C) If * possesses the uniform termination property then \( G \) has a unique fixed point i.e. \( \langle BX_1, \ldots, BX_n \rangle = \langle RX_1, \ldots, RX_n \rangle \).

Proof: The proof is exactly the same as the proof of theorem 2.6.11, using propositions 2.6.14 through 2.6.16 instead of propositions 2.6.7 through 2.6.10.

Example: If \( X = (b \rightarrow A_1; x; A_2; x) \) so that \( G[H](P) = [b \land BA_1(H(BA_2(P))))] \lor [- b \land P] \) then the least fixed point of \( G \) is the predicate transformer \( BX: \mathbf{P(S) P(S)} \rightarrow \mathbf{P(S)} \) and the greatest fixed point is \( RX: \mathbf{P(S) P(S)} \rightarrow \mathbf{P(S)} \).

Similarly if the system under consideration is \( X = (b \rightarrow A_1; x; y; z) \)
\( Y = (c \rightarrow A_2; y; x) \)

then

\[
G[H_1, H_2](P) = \langle [b \land BA_1(H_1(H_2(P))))] \lor [- b \land P] \\
[c \land BA_2(H_2(P))] \lor [- c \land H_1(P)] \rangle.
\]
The least fixed point of $G$ is the function pair $(BX, BY)$; the greatest fixed point is $(RX, RY)$.

We conclude this section by stating a fixed point theorem for the forward predicate transformer $F$.

Let \[ \begin{cases} X_1 \equiv \tau_1 \\ \vdots \\ X_n \equiv \tau_n \end{cases} \]
be a self-contained system of procedure declarations. Let $H_i : P(S) \rightarrow P(S)$ for $1 \leq i \leq n$ and let $F \subseteq S$ be a predicate, then we define $G_i[H_1, \ldots, H_n](P) = \Gamma_3[\tau_i](P), 1 \leq i \leq n$. Where $\Gamma_3 : ST \times P(S) \rightarrow P(S)$ is defined by

(A) $\Gamma_3[A_1; A_2](P) = \Gamma_3[A_2](\Gamma_3[A_1](P))$

(B) $\Gamma_3[b \rightarrow A_1; A_2](P) = \Gamma_3[A_1](P \land b) \lor \Gamma_3[A_2](P \land \neg b)$

(C) $\Gamma_3[A](P) = F[A](P)$ if $A$ is the null statement or an assignment statement.

(D) $\Gamma_3[X_1](P) = H_i(P)$.

Note that the rules for $\Gamma_3$ reflect the fact that we are dealing with the forward predicate transformer $F$. As in theorem 2.6.17 we can regard $G_i$ as a function $(P(S) + P(S))^n$ to $(P(S) + P(S))$.

Example: If $X$ is bound by the procedure declaration $X \equiv (b \rightarrow A; X_1, I)$ then

\[ G[H](P) = H(F[A](P \land b)) \lor [P \land \neg b] \]

2.6.18 Theorem:

Let \[ \begin{cases} X_1 \equiv \tau_1 \\ \vdots \\ X_n \equiv \tau_n \end{cases} \]
system of procedure declarations. Let $G_1, \ldots, G_n$ be the associated set of (forward) predicate transformer functionals (see above). Define
G: \((P(S) \to P(S)) \times (P(S) \to P(S)) \times \cdots \times (P(S) \to P(S))\) by

\[ G[H_1 \ldots H_n] = \langle G_1[H_1 \ldots H_n], \ldots, G_n[H_1 \ldots H_n] \rangle \]

then under the natural component-wise partial ordering on
\((P(S) \to P(S)) \times \cdots \times (P(S) \to P(S))\) we have that \(\langle FX_1, \ldots, FX_n \rangle\) is the least fixed point of \(G\).

**Proof:** Similar to the proofs of theorems 2.6.11 and 2.6.17.

**Example:** If \(G\) is the predicate transformer functional corresponding to \(X \equiv (b \to AX, I)\) i.e.

\[ G[H](P) = H(P \to A) (P \land b) \lor (P \land \neg b) \]

then by theorem 2.6.18 we know that the function \(FX: P(S) \to P(S)\) is the least fixed point of \(G\). Hence \(FX = G[FX]\) and if \(G[H] = H\) then \(FX \subseteq H\) in \((P(S) \to P(S))\).
Chapter 3

Expressibility, Soundness, and Completeness

3.1 Introduction

We now wish to turn our attention to axiom systems for partial correctness of programs. In particular we will be concerned with what constitutes a "good" axiom or axiom system. A "good" axiom or rule of inference must, of course, be simple to understand and easy to use. This criterion must always involve a subjective element. More formal criteria usually involve some notion of soundness and/or completeness. In this chapter we give the usual definition of soundness [C075] and try to relate two notions of completeness which are found in the literature on partial correctness. The first of these is the idea of an adequate proof rule and is due to J.W. deBakker [DE73 and DE71]. The second is a type of relative completeness first studied by S. Cook [C075 or G075]. It will turn out that adequacy and relative completeness are very similar concepts (i.e. the second is implied by the first) and that both can be demonstrated using the predicate transformer fixed point theorems studied in the last chapter.

To illustrate the concepts mentioned above and to lay the foundation for remainder of the chapter, we introduce the notion of a generalized control structure. This concept will enable us to augment the simple programming language of chapter I with more elaborate control structures. We will be able to study the soundness and completeness of proof systems which allow constructs with arbitrary recursive definitions e.g. while statements, repeat statements, and more complicated statements with non-regular definitions.
3.2 Generalized Control Structures

We wish to augment the simple programming language discussed in the preceding chapter with more elaborate control structures. This can be done in general by introducing the notion of a generalized control structure (or GCS).

A GCS is specified in an extension of the language \( PL[L_E, L_A] \) described in section 2.2. We extend the BNF definition of \( PL[L_E, L_A] \) to include the productions

\[
\text{<statement>} ::= \text{<statement variable>}
\]

\[
\text{<statement variable>} ::= a_1|a_2|a_3|\ldots
\]

\[
\text{<boolean expression>} ::= \text{<boolean variable>}
\]

\[
\text{<boolean variable>} ::= \beta_1|\beta_2|\beta_3|\ldots
\]

The resulting language will be denoted by \( PL^+[L_E, L_A] \).

A generalized control structure \( C_i \) consists of a tuple

\[
(H_i, x_i, \beta_1, \ldots, \beta_m, a_1, \ldots, a_n)
\]

where \( H_i \) is a set of procedure declarations in \( PL^+[L_E, L_A] \), \( x_i \) is the name of one of the procedures defined in \( H_i \), \( \beta_1, \ldots, \beta_m \) are the boolean variables occurring in the declarations in \( H_i \), and \( a_1, \ldots, a_n \) are the statement variables occurring in the declaration part \( H_i \). We will usually refer to \( \langle H_i, x_i, \beta_1, \ldots, a_1, \ldots \rangle \) as the control structure prototype. Thus for example, a while statement would have prototype \( C_1 = \langle \{X \equiv (\beta \land \alpha; X, I)\}, \ X, \beta, \alpha \rangle \).

Finally, we consider \( PL[L_E, L_A] \) augmented with control structures \( C_1, C_2, \ldots, C_k \). We first extend the grammar for \( PL[L_E, L_A] \) to include for \( 1 \leq i \leq k \).

\[
\text{<statement>} ::= C_i[\text{<boolean expression>}_1, \ldots, \text{<boolean expression>}_m]
\]

\[
\text{<statement>}_1, \ldots, \text{<statement>}_n
\]

if the prototype for \( C_i \) is \( \langle H_i, x_i, \beta_1, \ldots, \beta_m, a_1, \ldots, a_n \rangle \).
We denote the resulting language by \( PL[L_E, L_A; C_1, \ldots, C_k] \)
(Note that the two extensions \( PL^+[L_E, L_A] \) and \( PL[L_E, L_A; C_1, \ldots, C_k] \)
serve different purposes and should not be confused.)

A typical program might be
\[
\begin{align*}
u & := f(u, v); \\
C_1[b_1, v := g(v)]; \\
v & := h(a); \\
C_1[b_2, u := h(v)]
\end{align*}
\]
if \( C_1 \) had the while statement prototype given on the preceding page,
then the above would be equivalent to
\[
\begin{align*}
u & := f(u, v); \\
\textbf{while } b_1 \textbf{ do } v := g(v) \textbf{ od}; \\
v & := h(a); \\
\textbf{while } b_2 \textbf{ do } u := h(v) \textbf{ od};
\end{align*}
\]
The meaning function \( M = M_{A, H'} \) may be extended to handle the new
clauses of the grammar in a straightforward manner. Thus, in the example
on the preceding page
\[
M[C_1[b_1, v := g(v)]](s) = M_{A, H'}[Y](s)
\]
where \( H' \) contains the procedure declaration \( Y \equiv (b_1 \Rightarrow v := g(v); Y, I) \).

3.3 Proof Systems for Partial Correctness

In this section we introduce a formal system \( W \) for proving
partial correctness. The formulas in this system will consist of
precondition-postcondition assertions of the form \( \{P\} A \{Q\} \) where \( P, Q \)
are formulas of the assertion language \( L_A \) and \( A \) is a statement
of the language \( PL[L_E, L_A] \) (or \( PL[L_E, L_A; C_1, \ldots, C_k] \) -- see the
previous section). In section 2.4 of the last chapter we gave conditions.
for such an assertion to be true (relative to an interpretation a): \{P\} A \{Q\} is true iff \( P \rightarrow RA(Q) \) is true or, equivalently, \( FA(P) \rightarrow Q \) is true.

**Axioms for W** will have the form \{P\} A \{Q\} i.e. they will be formulas of W. For example, the assignment statement will be characterized by the usual axiom

\[
\{Q \uparrow \}
\]

\[
u := t \{Q\}
\]  

(1)

(By the argument of proposition 2.4.12, we know that the axiom

\[
\{P\} u := t \{u_0\} \subseteq [u = t u_0] A P \frac{u_0}{u}
\]

would work equally well.)

**Rules of inference** will have the form

\[
\frac{H_1, H_2, \ldots, H_n}{F}
\]

where F is a formula of W and each \( H_i \) is either a formula of W, a formula of \( L_A \), or a composite formula of the form \( F_1 \vdash F_2 \) where \( F_1 \) and \( F_2 \) are formulas of W (Note that the notion of truth defined above for formulas of W can be extended to composite formulas without difficulty.) We will say that a rule of inference is simple, if none of the hypothesis \( H_i \) are composite formulas. We will generally be concerned with simple rules of inference in this chapter. Typical rules of inference are the simple rules for the composition of statements, the conditional statement, and consequence given below.
\( \{P\} A_1 \{Q\}, \{Q\} A_2 \{R\} \)
\[
\frac{}{\{P\} (A_1; A_2) \{Q\}}
\] (2)

\( \{P \land b\} A_1 \{Q\}, \{P \land \neg b\} A_2 \{Q\} \)
\[
\frac{}{\{P\} (b \lor A_1; A_2) \{Q\}}
\] (3)

\[
\begin{align*}
&\frac{P \land Q, \{Q\} A \{R\}, \text{ and } \{P\} A \{Q\}, Q \rightarrow R}{\{P\} A \{R\}} \quad \{P\} A \{R\}
\end{align*}
\] (4)

The axioms and rules of inference numbered (1) - (4) above will be referred to as the basic set.

Let \( T \) be a proof system for \( L_A \), then a proof in the system \((W, T)\) is defined in the usual way [GO75] as a sequence of formulas of \( W \) or \( T \) each of which is either an axiom or follows from preceding formulas by a rule of inference. If \( F \) is a formula in such a sequence then we write \( \vdash F \) and call \( F \) a theorem of \((W, T)\).

We say that an axiom \( \{P\} A \{Q\} \) of \( W \) is valid, if it is true under all interpretations \( A \). We say that a rule of inference

\[
\frac{H_1, \ldots, H_n}{F}
\]

of \( W \) is sound if whenever \( H_1, H_2, \ldots, H_n \) are all true in some interpretation \( A \), \( F \) will also be true. A simple inductive argument shows that if each axiom of \( W \) is valid and if all of the rules of inference of \( W \) are sound then every theorem of \((W, T)\) will indeed be true (we will not concern ourselves with the soundness of the proof system \( T \) for
L₂. Note that the soundness of the basic set of axioms and rules of inference follows immediately from propositions in section 2.4.

In section 2.5, we showed how the soundness of the rule of inference for the while statement could be established using predicate transformer techniques. We conclude this section with a less trivial example which illustrates the importance of the predicate transformer fixed point theorems.

Consider the GCS with prototype

\[ C₂ = \{ (X ≡ (b₁ + A₁; Y, A₂), Y ≡ (b₂ + A₂; X, Y)), X\} \]

As we will see later, a "good" rule of inference for this construct is given by

\[ \frac{\{ P \land b₁ \} A₁ \{ U \}, \{ P \land - b₁ \} A₂ \{ Q \}, \{ U \land b₂ \} A₂ \{ P \}}{\{ P \} C₂ \{ b₁, b₂; A₁, A₂ \} \{ Q \}} \]

to prove soundness of the above axiom, we assume that

\[ P \land b₁ + RA₁(U) \quad (i) \]
\[ P \land - b₁ + RA₂(Q) \quad (ii) \]
\[ U \land b₂ + RA₂(P) \quad (iii) \]

are all true and try to prove that \( P + RX(Q) \) is true.

By the first predicate transformer fixed point theorem we know that \( \langle RX(Q), RY(Q) \rangle \) is the greatest fixed point (even though \( A₁ \) and \( A₂ \) may not be simple statements i.e. \( A₁ \) and \( A₂ \) may not define total functions) of the system

\[ G₁(V, W) = (b₁ \land RA₁(W)) \lor (- b₁ \land RA₂(Q)) \]
\[ G₂(V, W) = (b₂ \land RA₂(V)) \lor (- b₂ \land W). \]

It is not difficult to show that the maximality of \( \langle RX(Q), RY(Q) \rangle \)
implies that it is also the least upper bound of the set

\[ K = \{ (v, w) | v \subseteq G_1(v, w) \text{ and } w \subseteq G_2(v, w) \} \]

(see footnote below).

From (i), (ii), (iii) above and (iv) \( U \land \neg b_2 \rightarrow U \)

we get that

\[ P \rightarrow (b_1 \land RA_1(U)) \lor (\neg b_1 \land RA_2(Q)) \]

\[ U \rightarrow (b_2 \land RA_2(P)) \lor (\neg b_2 \land U) \]

or that

\[ P \rightarrow G_1(P, U) \]

and

\[ U \rightarrow G_2(P, U) \]

are both true. Making use of the correspondence between \( \subseteq \) and \( + \)

we see that \( (P, U) \in K \) and hence \( P \rightarrow RX(Q) \) and \( U \rightarrow RX(Q) \) are both true. Since \( P \rightarrow RX(Q) \) was what we were required to prove, this completes the proof of soundness.

Thus we see that soundness follows from the greatest fixed point characterization of \( \langle RA(Q), RY(Q) \rangle \). A similar argument could be based on the forward predicate transformer \( F \). In this case soundness would follow from the least fixed point characterization of the strongest post condition.

3.4 Expressibility

In his paper *Axiomatic and Interpretative Semantics for an Algol Fragment* [C075], Stephen Cook points out that it may happen that the

---

Let \( (L, \sqsubseteq_L) \) be a complete lattice and let \( f : L \rightarrow L \) be a monotonic function. Then \( f \) has a greatest fixed point and fixed point is given by

\[ \bigcup \{ x | x \sqsubseteq_L f(x) \} \]
assertion language $L_A$ is not powerful enough to express the invariants for loops. If, for example, $L_E$ and $L_A$ are both the languages of Pressburger arithmetic (i.e. the language of arithmetic without multiplication), then it is easily seen that $L_A$ will have this problem. Cook introduces the notion of expressibility to handle this difficulty. We paraphrase his definition using the terminology of Chapter 2.

3.4.1 Definition:

The language $L_A$ is $F$-expressive (relative to $L_E$ and $A$) iff for every formula $F$ in $L_A$ and every statement $A$ in $PL[L_E, L_A]$ (alternatively $PL[L_E, L_A; C_1, \ldots, C_k]$) there is a formula $q$ in $L_2$ such that $q$ expresses $F[A] (P)$.\footnote{1}

It is easily seen that the full language of number theory $L_n = \langle N, +, \times, 0, 1 \rangle$ is $F$-expressive (relative to $L_n$ and an $A$ in which the symbols of $L_n$ get their usual meanings).

In view of the close relationship between $F$ and the predicate transformers $R$ and $B$, two other definitions of expressibility immediately come to mind.

3.4.2 Definition:

The language $L_A$ is $B$-expressive (relative to $L_E$ and $A$) iff for every formula $q$ in $L_A$ and statement $A$ in $PL[L_E, L_A]$ (i.e. $PL[L_E, L_A; C_1, \ldots, C_k]$) there is a formula $p$ in $L_A$ such that $p$ expresses $B[A] (q)$.

\footnote{1 Cook also requires that "=" be in $L_E$ and that it receive its standard interpretation. This is unnecessary in our case since we are assuming that both $L_E$ and $L_A$ are first order languages with equality.}
3.4.3 Definition:

The language $L_A$ is R-expressive (relative to $L_E$ and $\mathfrak{a}$) iff for every formula $q$ in $L_A$ and statement $A$ in PL[$L_E,L_A$] there is a formula $p$ in $L_A$ such that $p$ expresses $R[A](q)$.

In this section we show that all of these definitions are really equivalent, e.g. if $L_A$ is R-expressive then it is also $\mathfrak{f}$-expressive, etc.

It is easily seen that $\mathfrak{f}$-expressibility and $R$-expressibility are equivalent concepts. This follows immediately from the fact that

$$BA(Q) = RA(Q) \land \neg RA(\text{false})$$

and

$$RA(Q) = \neg BA(\text{true}) \lor BA(Q)$$

In order to include $\mathfrak{f}$-expressibility in this chain of equivalences, it is convenient to introduce two new predicates $A_{\mathfrak{PAR}}$ and $A_{\mathfrak{TOT}}$.

Let $A$ be a statement of PL [$L_E,L_A$] and let $\bar{u} = \langle u_1, \ldots, u_n \rangle$ be the variables occurring in $A$. Choose $\bar{x} = \langle x_1, \ldots, x_n \rangle$ and $\bar{y} = \langle y_1, \ldots, y_n \rangle$ so that none of the variables appearing in $\bar{x}$ and $\bar{y}$ also appears in $\bar{u}$. Then define

$$A_{\mathfrak{PAR}}(\bar{x},\bar{y}) \equiv \forall \bar{u}[\bar{u} = \bar{x} \rightarrow RA(\bar{u} = \bar{y})]$$

and

$$A_{\mathfrak{TOT}}(\bar{x},\bar{y}) \equiv \forall \bar{u}[\bar{u} = \bar{x} \rightarrow BA(\bar{u} = \bar{y})]$$

Using the definitions above, it is straightforward to show that

$$BA(P) \equiv \exists \bar{y}[A_{\mathfrak{TOT}}(\bar{u},\bar{y}) \land p \frac{\bar{y}}{\bar{u}}]$$

and

$$RA(P) \equiv \exists \bar{y}[A_{\mathfrak{PAR}}(\bar{u},\bar{y}) \land p \frac{\bar{y}}{\bar{u}}]$$

Combining these observations with the relationships between $BA(P)$ and $RA(P)$ described above, we get
3.4.4 Proposition:

Let $A$ be a statement in $PL[L_E, L_A]$ (PL $[L_E, L_A; C_1, \ldots, C_k]$) then the following are equivalent:

a) $BA(q)$ is expressible for all formulas $q$ in $L_A$

b) $RA(q)$ is expressible for all formulas $q$ in $L_A$

c) $A_{\text{TOT}}(\overline{x}, y)$ is expressible.

d) $A_{\text{PAR}}(\overline{x}, y)$ is expressible.

It is also relatively easy to show that

$$A_{\text{PAR}}(\overline{x}, y) \equiv \forall \overline{u} \ [FA (\overline{u} = \overline{x}) \rightarrow \overline{u} = \overline{y}]$$

and that

$$FA(P) \equiv \exists \overline{x} \ [A_{\text{F}}(\overline{x}, u) \land P \overline{x} \overline{y}]$$

If we combine these relationships and use the previous proposition, we get:

3.4.5 Proposition:

Let $A$ be a statement in $PL[L_E, L_A]$ (PL $[L_E, L_A; C_1, \ldots, C_k]$) then the following are equivalent:

a) $FA(P)$ is expressible for all formulas $P$ in $L_A$

b) $A_{\text{TOT}}(\overline{x}, y)$ is expressible.

c) $A_{\text{PAR}}(\overline{x}, y)$ is expressible.

Finally, from propositions (3.4.4) and (3.4.5) we get

3.4.6 Proposition:

The following are equivalent:

a) $L_A$ if F-expressive

b) $L_A$ is R-expressive

c) $L_A$ is B-expressive.

1Propositions 3.4.4 and 3.4.5 above were suggested in part by John Privitera.
3.5Completeness

Given a system \((W,T)\) for proving partial correctness (relative to an interpretation \(\mathfrak{a}\)) of programs in \(\text{PL}[L_E, L_A; C_1, \ldots, C_k]\), we would certainly like to know that every assertion of the form \(\{P\} A \{Q\}\) which is true in \(\mathfrak{a}\) is provable. This, of course, is a futile wish. If \(W\) and \(T\) are axiomatizable then the set of theorems which can be proved in \((W,T)\) is R.E. However, note that the formula \(\{\text{true}\} A \{\text{false}\}\) is true iff \(A\) does not halt for any initial values of its input variables. It follows from recursion theory that the set of all such true formulas may fail to be R.E. and that as a result we cannot hope for the type of completeness described above. Since \(T\) will not in general be complete with respect to \(\mathfrak{a}\) the above result is not too surprising. One can still ask if the incompleteness of \((W,T)\) arises entirely from the incompleteness of \(T\) or whether the axioms and rules of inference of \(W\) are partially responsible? Two approaches to this question have been proposed in the literature. The first is the notion of an adequate proof rule and is due to J.W. deBakker. The second solution is a type of relative completeness theorem first proposed by Stephen Cook. We examine deBakker's idea first.

3.5.1 Definition:

Suppose that \(L_A\) is expressive relative to \(L_E\) and \(\mathfrak{a}\). Let

\[
\frac{H_1, \ldots, H_n}{\{P\} A \{Q\}}^{(\star)}
\]

be a simple rule of inference for the G.C.S. \(A\). Let \(U_0 = P_1 U_1, \ldots, U = Q\) be the predicate symbols appearing in the \(H_i\) but not in \(A\) itself. Then \((\star)\) is a fully adequate proof rule for \(A\) iff
(A) each program statement occurring in some Hypothesis \( H_1 \) occurs syntactically as a proper substatement of \( A^1 \).

(B) whenever \( \{P\} A \{Q\} \) is true, there exist predicates \( \hat{U}_0, \ldots, \hat{U}_M \) expressible by formulas of \( L_E \) such that

1. \( P \vdash \hat{U}_0 \)
2. \( \hat{U}_M \vdash Q \)
3. all of the Hypothesis \( H_1, H_2, \ldots, H_N \) will be true if \( \hat{U}_0, \ldots, \hat{U}_M \) are substituted for \( U_0, \ldots, U_M \).

Cook gets around the problem mentioned above by assuming the existence of a complete proof system \( T \) for \( L_A \), or equivalently an oracle for deciding the truth (relative to \( A \)) of closed formulas in \( L_A \). The following simple theorem serves to connect these two approaches.

3.5.2 Theorem:

Consider the programming language \( PL[L_E, L_A; C_1^{\ldots, C_k}] \). Suppose that \( L_A \) is expressive relative to \( L_E \) and \( A \). Let \( T \) be a complete proof system for \( L_A \) and \( A \). Let \( R_1^{\ldots, R_k} \) be simple rules of inference for the GCS's \( C_1^{\ldots, C_k} \) which are both sound and fully adequate. Let \( A \) be a statement of a \( PL[L_E, L_A; C_1^{\ldots, C_k}] \) program in which no procedure declarations occur (other than those implicitly occurring because of the GCS's \( C_1^{\ldots, C_k} \)). Then \( \{P\} A \{Q\} \) is true with respect to \( A \) iff

\[ \vdash_{(W,T)} \{P\} A \{Q\} \]

where \( P \) and \( Q \) are formulas of \( L_A \) and \( W \) consists of axioms and rules of the Basic set plus the rules \( R_1^{\ldots, R_k} \).

---

This condition is needed to rule out trivial rules of inference such as

\[ \{P\} A \{Q\} \]

which otherwise would satisfy condition B.
Proof: The "only if" part of this theorem was discussed earlier in this chapter when we introduced the notions of soundness. The "if" part of the theorem is proved by structural induction on $A$.

Case (1): $A$ is the assignment statement $u := t$. \{P\} $u := t$ \{Q\} is true, so $P \rightarrow R[u := t] \{Q\}$. $R[u := t] \{Q\} = Q \frac{t}{u}$. Thus $P \rightarrow Q \frac{t}{u}$ is a true formula of $L_A$ and $\{Q \frac{t}{u}\} u := t \{Q\}$ is an instance of the axiom for the assignment statement. By the rule of consequence \{P\} $u := t \{Q\}$ is provable.

Case (2): $A$ is a conditional statement of the form $(b \rightarrow A_1, A_2)$. Since \{P\} $(b \rightarrow A_1, A_2) \{Q\}$ is true we have $P \rightarrow RA(Q) \lor P \rightarrow [b \land RA_1(Q)] \lor [-b \land RA_2(Q)]$.

Thus $P \land b \rightarrow RA_1(Q)$ and $P \land b \rightarrow RA_2(Q)$ are both true. By the inductive assumption $P \rightarrow A_1 \{Q\}$ and $P \rightarrow A_2 \{Q\}$. By rule of inference (3) we get that $P \rightarrow (b \rightarrow A_1, A_2) \{Q\}$ or $P \rightarrow A \{Q\}$.

Case (3): $A$ is a composite statement $A = (A_1; A_2)$. Since \{P\} $A \{Q\}$ is true, we have that \{P\} $A_1 \{RA_2(Q)\}$ and $RA_2(Q) \{Q\}$ are both true and $RA_2(Q)$ is expressible by a formula of $L_A$. By the inductive assumption $P \rightarrow A_1 \{RA_2(Q)\}$ and $P \rightarrow RA_2(Q) \{A_2 \{Q\}\}$. Hence by rule (2) for the composition of statements $P \rightarrow (A_1; A_2) \{Q\}$ or $P \rightarrow A \{Q\}$.

Case (4): Suppose $A = C_1[b_1, \ldots, b_m; A_1 \ldots A_n]$ and \{P\} $A \{Q\}$ is true. Then by full adequacy of $R_i$, there exist formulas $U_0, \ldots, U_k$ in $L_A$ such that

(a) $P \rightarrow U_0$ is true in $L_A$ (w.r.t. $A$)

(b) $U_k \rightarrow Q$ is true in $L_A$ (w.r.t. $A$)

(c) $H_0, \ldots, H_{n_i}$ (the hypothosis of $R_i$) are all true (w.r.t. $A$).

Since $R_i$ is a simple rule of inference $H_0, \ldots, H_{n_i}$; all are formulas of $L_A$ or have the form $\{V_1\} B \{V_2\}$ where $V_1, V_2$ are formulas of $L_A$ and $B$ is a statement with simpler structure than $A$. By the inductive
assumption \( H_j \), \( 0 \leq j \leq n_1 \). By rule \( R_1 \) we get that \( \vdash (P) A \{ Q \} \).

Since \( A \) cannot be a procedure call, cases (1) - (4) include all possibilities and the proof is complete.

To illustrate how one proves that a rule of inference is adequate, we return to the example at the end of section 3.3. There we considered the GCS with prototype:

\[
C_2 = \langle \{ X \equiv (b_1 + A_1; Y, A_2), \ Y \equiv (b_2 + A_2; X, Y) \}, \ X \rangle
\]

We showed that the rule of inference

\[
\frac{\{ P \land b_1 \} A_1 \{ U \}, \ \{ P \land \neg b_1 \} A_2 \{ Q \}, \ \{ U \land b_2 \} A_2 \{ P \}}{\{ P \} C_2 [b_1, b_2; A_1, A_2] \{ Q \}}
\]

for \( C_2 \) was sound. We now show that this rule of inference is fully adequate. Assume that \( \{ P \} C_2 [b_1, b_2; A_1, A_2] \{ Q \} \) is true. Then \( P \rightarrow RX(Q) \) is true in \( A \). By the first predicate transformer fixed point theorem we have the \( \langle RX(Q), \ RY(Q) \rangle \) is a fixed point of the system:

\[
G_1(V, W) = [b_1 \land RA_1(W)] V \land \neg b_1 \land RA_2(Q)
\]
\[
G_2(V, W) = [b_2 \land RA_2(V)] V \land \neg b_2 \land W
\]

Furthermore, note that if \( L_A \) is expressive relative to \( L_E \) and \( A \), then \( RX(Q) \) and \( RY(Q) \) will be expressible by formulas of \( L_A \). Thus

(a) \( P \rightarrow RX(Q) \)

(b) \( Q \rightarrow Q \)

and (c) (i) \( RX(Q) \land b_1 \rightarrow RA_1(RY(Q)) \)

(i.e. \( \{RX(Q) \land b_1\} A_1 \{RY(Q)\} \))

(ii) \( RX(Q) \land \neg b_1 \rightarrow RA_2(Q) \)

(i.e. \( \{RX(Q) \land \neg b_1\} A_2 \{Q\} \))

(iii) \( RY(Q) \land b_2 \rightarrow RA_2(RX(Q)) \)

(i.e. \( \{RY(Q) \land b_2\} A_2 \{RX(Q)\} \))
3.6. Generating Hoare-like Rules of Inference

In this section we give a simple algorithm for generating Hoare-like rules of inference for GCS's which have as their declaration part a regular system of procedure declarations. The rules of inference generated in this manner will be shown to be both sound and complete. Because of the relationship between regular systems of procedure declarations and flowchart schemes, this section can in some sense be viewed as a restatement of the inductive assertion method [FL67] and a proof of its soundness and completeness. We believe that the present method of proof demonstrates the usefulness of the predicate transformer fixed point theorem discussed in Chapter 2.

The algorithm is stated in a form which simplifies the proof of soundness and full adequacy so that some of the steps are redundant and could be eliminated or simplified if desired. A similar remark applies to the rules of inference generated by the algorithm—in many cases several assertions generated by the algorithm could be combined into a single assertion to obtain a more concise rule of inference.

Let $C = \{H; X_1; \beta_1, \ldots, \beta_n; \alpha_1, \ldots, \alpha_n\}$ be the GCS under consideration. Thus $H$ consists of a set of procedure declarations:

\[
X_1 \equiv \tau_1 \\
\vdots \\
X_K \equiv \tau_K
\]

which is both self-contained and regular. The algorithm uses a set TOP which ultimately will contain the required hypothesis of the rule of inference.
Initialization:

Let TOP contain the formula \( P \rightarrow U \) of \( L_A \) together with the triples

\[
\begin{align*}
[U_1, \tau_1, Q] \\
[U_2, \tau_2, Q] \\
\vdots \\
[U_K, \tau_K, Q]
\end{align*}
\]

(i.e. one for each procedure declaration; \( U_1, \ldots, U_K \) are new predicate symbols)

Algorithm

(A) Apply transformation 1-5 below to the elements of the set TOP until no further such transformations are applicable (the order in which these transformations are made will turn out to be unimportant).

(B) When no transformations are applicable, the elements of TOP are the hypothesis of the desired rule for C, i.e. if \( TCP = \{t_1, \ldots, t_s\} \) then the rule for C is

\[
\frac{t_1, \ldots, t_s}{\{P\} C \left[ \beta_1, \ldots, \alpha_1, \ldots \right][Q]}
\]

Transformations on the set TOP:

If a transformation has the form

\[
t \Rightarrow t_1, \ldots, t_k
\]
then an occurrence of \( t \in \text{TOP} \) may be replaced by \( t_1, \ldots, t_k \).

1. \( [U, I, V] \Rightarrow U \rightarrow V \)
2. \( [U, (S_1; S_2), V] \Rightarrow [U, S_1, W], [W, S_2, V] \)
   where \( W \) is a new predicate symbol
3. \( [U, (b + S_1, S_2), V] \Rightarrow [U \land b, S_1, V], [U \land \neg b, S_2, V] \)
4. \( [U, X_1, V] \Rightarrow U \rightarrow X_1 \) where \( X_1 \) is the name of a procedure whose
declaration occurs in \( H \).

(5) \([U, A, V] \Rightarrow [U] A \{V\}\) where \( A \) is an atomic statement other than a procedure call.

Note that when none of the above transformations are applicable, the elements of TOP will contain no occurrences of procedure names.

Note also that since we are dealing with a regular GCS, the algorithm will never encounter an element of TOP of the form \([U, X_i, V]\) where \( X_i \) is a procedure name and \( V \) is different from \( Q \).

As an example consider the GCS

\[
C_1 = \langle \{X = (\beta \rightarrow \alpha \mid X, I)\}, X, \beta, \alpha \rangle
\]

\[
\begin{array}{ll}
\text{TOP} & \text{Transformation No.} \\
\hline
P \rightarrow U, [U, (\beta \rightarrow \alpha \mid X, I) Q] & \text{initialization} \\
P \rightarrow U, [U \land \beta, I, Q], [U \land \beta, (\alpha; X), Q] & 3 \\
P \rightarrow U, U \land \beta \rightarrow Q, [U \land \beta, (\alpha; X), Q] & 1 \\
P \rightarrow U, U \land \beta \rightarrow Q, [U \land \beta, \alpha, V], [V, X, Q] & 2 \\
P \rightarrow U, U \land \beta \rightarrow Q, [U \land \beta, \alpha, V], V \rightarrow U & 4 \\
P \rightarrow U, U \land \beta \rightarrow Q, \{U \land \beta\} \alpha \{V\}, V \rightarrow U & 5
\end{array}
\]

Thus the rule of inference for \( C_3 \) should be

\[
P \rightarrow U, U \land \beta \rightarrow Q, V \rightarrow U, \{U \land \beta\} \alpha \{V\} \\
\{P\} C_1 [\alpha; \beta] \{Q\}
\]

which may be simplified to obtain the usual axiom for the while statement
\[ P \rightarrow U, \ U \wedge \beta \rightarrow Q, \ \{ U \wedge \beta \} \rightarrow \{ U \} \]
\[ \{ P \} \rightarrow C_{1}, [\alpha; \beta] \rightarrow \{ Q \} \]

We leave it to the reader to try examples involving more than one procedure declaration.

We now show that the above algorithm generates axioms which are both sound and fully adequate. The proof uses a version of the predicate transformer fixed point theorem which we restate for convenience below:

Let 
\[
\begin{cases}
  x_1 \equiv \tau_1 \\
  \vdots \\
  x_K \equiv \tau_K
\end{cases}
\]

be a regular system of procedure declarations.

and let \( Q \subseteq S \) be a predicate. We associate with \( * \) and \( Q \) a set of \( K \) predicate transformers \( G_1, G_2, \ldots, G_K \) where each \( G_i : P(S) \rightarrow P(S) \), the \( G_i \)'s are defined in terms of a mapping \( \Gamma : ST \times P(S) \rightarrow P(S) \), i.e. for all \( i \) \( G_i(U_1, U_2, \ldots, U_K) = \Pi_{[\tau]}[Q] \) where \( \Gamma \) is defined by cases

(a) \( \Gamma[A_1, A_2](w) = \Gamma[A_1](\Gamma[A_2](w)) \)

(b) \( \Gamma[(b \rightarrow A_1, A_2)](w) = (b \rightarrow \Gamma[A_1](w)) \wedge \Gamma[A_2](w) \)

(c) \( \Gamma[A](w) = R[A](Q), \ A \) atomic

(d) \( \Gamma[x_i](w) = U_i \)

Theorem:

Let \((*, Q, G_1, \ldots, G)\) be as described above.

Define \( G : P(S)^K \rightarrow P(S)^K \) by \( G(U_1, \ldots, U_K) = (G_1(U_1, \ldots, U_K), \ldots, G_K(U_1, \ldots, U_K)) \). Then \( \{ RX_1(Q), \ldots, RX_K(Q) \} \) is the greatest fixed point of \( G \) under the natural ordering on \( P(S)^N \).

We consider the proof of soundness first. In order to make the proof clearer, we apply the following notational transformation to the algorithm: replace \([U, \tau, V] \) by \( U \rightarrow \Gamma[\tau](V) \) where \( \Gamma \) is the mapping associated with predicate transformers \( G_1 \) in the statement of the theorem.
above. We will show that when the algorithm terminates \( P \rightarrow R[X_1](Q) \) will be a logical consequence of the assertions in the set \( \text{TOP} \). More precisely let \( \text{TOP}_r \) be the elements of the set \( \text{TOP} \) after \( r \) transformations have been applied, then we will show that:

\[
P \rightarrow U_1,
U_1 \rightarrow G_1(U_1, \ldots, U_k),
\vdots
U_k \rightarrow G_k(U_1, \ldots, U_k)
\]

must all be true if the assertions in \( \text{TOP} \) are true. By the maximal fixed point characterization of \( RX_1(Q) \) it follows that \( U_1 \rightarrow RX_1(Q) \) is true and therefore \( P \rightarrow RX_1(Q) \) also.

First observe that this condition holds initially. \( P \rightarrow U_1 \) is in \( \text{TOP}_0 \). Since \( U_i \rightarrow \Gamma[T_i](Q) \) is in \( \text{TOP}_0 \) for \( 1 \leq i \leq K \), we have that \( U_i \rightarrow G_i(U_1, \ldots, U_k) \) is true for \( 1 \leq i \leq K \) (by definition \( G_i(U_1, \ldots, U_k) = \Gamma[T_i](Q) \)). Next assume that the condition above is true of \( \text{TOP}_{n-1} \), we show that it will also be true of \( \text{TOP}_n \). We proceed by examining the ways in which \( \text{TOP}_n \) may be obtained from \( \text{TOP}_{n-1} \).

1. \( U \rightarrow \Gamma[I](V) \Rightarrow U \rightarrow V \): If \( U \rightarrow V \) is true, then \( U \rightarrow \Gamma[I](V) \) will be true also since \( \Gamma[I](V) = R[I](V) = V \).

2. \( U \rightarrow \Gamma[(S_1; S_2)](V) \Rightarrow U \rightarrow \Gamma[S_1](W), W \rightarrow \Gamma[S_2](V) \):

   It is easily checked that \( \Gamma[A](.) \) is monotonic, thus if \( U \rightarrow \Gamma[S_1](W) \) and \( W \rightarrow \Gamma[S_2](V) \) are true, it follows that \( U \rightarrow \Gamma[S_1](W) \) or \( U \rightarrow \Gamma[(S_1; S_2)](V) \) is true also.

3. \( U \rightarrow \Gamma[(b \rightarrow S_1, S_2)](V) \Rightarrow U \rightarrow b \rightarrow \Gamma[S_1](V), U \rightarrow b \rightarrow \Gamma[S_2](V) \):

   if \( U \rightarrow b \rightarrow \Gamma[S_1](V) \) and \( U \rightarrow b \rightarrow \Gamma[S_2](V) \) are true then \( U \rightarrow (b \rightarrow \Gamma[S_1](V)) \) or \( U \rightarrow \Gamma[(b \rightarrow S_1; S_2)](V) \) is true also.
(4) \( U + \Gamma[X_i](V) \Rightarrow U + U_i \) : Since \( H \) is a regular system of procedure declarations we must have \( V = Q \). Since \( \Gamma[X_i](Q) = U_i \) it follows that if \( U + U_i \) is true, \( U + \Gamma[X_i](V) \) will be true also.

(5) \( U + \Gamma[A](V) \Rightarrow \{U\} A \{V\} \) : If \( \{U\} A \{V\} \) is true then \( U + RA(V) \) holds. Since \( A \) is atomic and \( \Gamma[A](V) = R[A](V) \), the desired result follows.

This completes the proof of soundness. We next show that the rules of inference generated by the algorithm are fully adequate. Let \( \hat{P} \) and \( \hat{Q} \) be predicates such that \( \hat{P} + R[C[b_1, \ldots; A_1, \ldots]](\hat{Q}) \) (i.e. \( \hat{P} + R[X_i](\hat{Q}) \)) is true and \( \hat{P} \) and \( \hat{Q} \) are expressible by formulas of \( L_A \). Assume that at the \( r \)th stage in the execution of the algorithm the predicate symbols \( P = V_0, \ldots, V_k = Q \) occur in the assertions of \( \text{TOP}_r \) but not in \( C[b_1, \ldots; A_1, \ldots] \). We show that there are predicates \( \hat{P} = \hat{V}_0, \ldots, \hat{V}_k = \hat{Q} \), which are expressible by formulas of \( L_A \) and have the property that all of the assertions in \( \text{TOP}_r \) will be satisfied if \( \hat{V}_0, \ldots, \hat{V}_k \) are substituted for \( V_0, \ldots, V_k \).

Note that this condition holds initially. Choose \( \hat{U}_1 = RX_1(\hat{Q}), \ldots, \hat{U}_k = RX_k(\hat{Q}) \) then \( \hat{P} + RX_1(\hat{Q}) \) is true and since \( g_1(RX_1(\hat{Q}), \ldots, RX_k(\hat{Q})) = RX_i(\hat{Q}) \) we also have that \( \hat{U}_1 + \Gamma[X_i](\hat{Q}) \) is true. As in the proof of soundness we assume that the condition holds for \( \text{TOP}_{n-1} \) and show that it holds for \( \text{TOP}_n \) as well by checking each of the possible cases by which \( \text{TOP}_n \) could have been obtained from \( \text{TOP}_{n-1} \). Thus for example in case 2: \( U + \Gamma[(S_1, S_2)](V) \Rightarrow U + \Gamma[S_1](\hat{V}), \hat{w} + \Gamma[S_2](V) \) merely choose \( \hat{w} = \Gamma[S_2](V) \) and observe that all of the required conditions will be satisfied of \( \text{TOP}_n \) if they were satisfied by \( \text{TOP}_{n-1} \). The other cases are very similar.
CHAPTER 4
NON-REGULAR CONTROL STRUCTURES

4.1 Introduction

In this chapter we show that more powerful axioms are needed in order to obtain sound, complete axiom systems for non-regular control structures. Using the tools of Chapter 2 we examine methods of obtaining such axioms which have been proposed by deBakker and Meertens [DE73] and by Gorelick [GO75]. In particular we examine the claim of deBakker and Meertens that an infinite pattern of precondition-postcondition assertions is needed when extending the inductive assertion method to handle non-regular control structures. We show that the argument for the necessity of such assertion patterns is based on a treatment of predicates as sets of program states and of programs as state transformations. If predicates are thought of as formulas in first order predicate calculus, then substantially simpler rules of inference may be constructed which are both sound and complete.

4.2 Non-Regular Systems and the Necessity of More Complicated Rules of Inference

If we apply the algorithm of the preceding section to the (non-regular) procedure definition

\[ X \equiv b \rightarrow A_1 \cdot X \cdot A_2, I \]

we obtain the rule of inference

\[
\begin{align*}
  & P \rightarrow U, \{ U \land b \} A_1 \{ W_1 \}, \ W_1 \rightarrow U, \ Q \rightarrow W_2, \{ W_2 \} A_2 \{ Q \} \\
\hline
  & (P) \cdot X \cdot (Q)
\end{align*}
\]

It is not difficult to show that (i) is sound—argument almost identical
to the one used in section 3.3 works. Unfortunately it is also easy to show
that (i) cannot be fully adequate. To see that this is the case we first
simplify (i) to obtain

(ii) \( P \rightarrow U, \{ U \land b \} A_1 \{ U \}, \{ Q \} A_2 \{ Q \}, \ U \land b \rightarrow Q \)

\( \{ P \} X \{ Q \} \)

(ii) is also sound and will be fully adequate iff (i) is.

Next consider the procedure definition \( Y \equiv b \rightarrow A_1 Y, A_2 \). Note
that \( Y \) has a regular definition and the the algorithm of Chapter 3 is
known to apply in this case. Thus we obtain the rule of inference:

\[
\frac{P \rightarrow U, \{ U \land b \} A_1 \{ W \}, \ W \rightarrow U, \ Q \rightarrow Q, \{ U \land b \} A_2 \{ Q \}}{\{ P \} Y \{ Q \}}
\]

which is known to be both sound and fully adequate.

We simplify to obtain

(iii) \( P \rightarrow U, \{ U \land b \} A_1 \{ U \}, \{ U \land b \} A_2 \{ Q \} \)

\( \{ P \} Y \{ Q \} \)

Let \( P_0, Q_0 \) and \( A \) be such that \( \{ P_0 \} X \{ Q_0 \} \) is true but \( \{ P_0 \} Y \{ Q_0 \} \) is
false. For example, suppose that

\( b \equiv n > 0 \)

\( A_1 \equiv n := n-1 \)

\( A_2 \equiv n := n+1 \)

\( P_0 \equiv \{ n = n_0 \} \)

\( Q_0 \equiv \{ n = n_0 \} \)

If (ii) is fully adequate, there would be a formula \( U_0 \) expressible in
the assertion language \( L_A \) such that
\[ P_0 \rightarrow U_0, \{U_0 \land b\} A_1 \{U_0\}, \{Q_0\} A_2 \{Q_0\}, \quad U_0 \land b \rightarrow Q_0 \]

are all true. But then we would also have

\[ P_0 \rightarrow U_0, \{U_0 \land b\} A_1 \{U_0\}, \{U_0 \land \neg b\} A_2 \{Q_0\} \]

Thus, by (iii) we would be able to conclude \( \{P_0\} \land \{Q_0\} \) but this is a contradiction.

A more general version of the above argument is used by Fokkinger [F073] and by deBakker and Meertens [DE73] to argue that an infinite pattern of assertions is necessary in order to obtain the type of completeness that we desire. In their paper on the "Completeness of the Inductive Assertion Method", deBakker and Meertens suggest an infinite collection of assertions determined by attaching a pair of assertions to each node in the infinite tree obtained by unwinding the recursive definition ("the tree of incarnations"). Thus in the case of \( X = b \rightarrow A_1 \land A_2 \), the tree of incarnations has the form

\[
\begin{align*}
P & \quad X \quad q \\
& \quad P_0 (b \rightarrow A_1 \land A_2, I) q_0 \\
& \quad \vdots \\
\end{align*}
\]

so that we could expect to obtain the rule of inference

\[
\begin{align*}
P & \rightarrow P_0, \\
\{P_i \land b\} A_1 \{P_{i+1}\}, \\
\{Q_{i+1}\} A_2 \{Q_i\}, \\
\vdots \\
P & \quad \land \quad b \quad \rightarrow \quad Q_i, \\
Q_0 & \rightarrow Q
\end{align*}
\]

\[ i \in \mathbb{N} \]
For \( X = b \rightarrow A_1 X A_2 X A_3 A_4 \) the tree of incarnations is more complicated:

\[
\begin{align*}
P & \rightarrow Q \\
P_A & (b \rightarrow A_1 X A_2 X A_3, A_4) Q_A \\
P_0 & (b \rightarrow A_1 X A_2 X A_3, A_4) Q_0 \\
P_1 & (b \rightarrow A_1 X A_2 X A_3, A_4) Q_1 \\
& \quad \vdots \\
Q_A & \rightarrow Q
\end{align*}
\]

The assertions \( P_0, Q_0 \) may indexed by strings \( \sigma \) in \((0+1)^*\) and we obtain the rule of inference

\[
P \rightarrow P_A \\
\{P_0 \wedge b\} A_1 \{P_0\}, \\
\{P_0 \wedge \neg b\} A_4 \{Q_0\}, \\
\{Q_00\} A_2 \{P_01\}, \\
\{Q_01\} A_3 \{Q_0\},
\]

\[
\frac{\text{To illustrate the methods of [DE73]} \text{ we prove (using the notation of this paper) that the rule of inference given above for } X = b \rightarrow A_1 X A_2 X A_3 A_4 \text{ is both sound and fully adequate.}}}{Q_A \rightarrow Q}
\]

First for soundness, we assume that

(a) \( P \rightarrow P_A \)
(b) \( P_0 \wedge b \rightarrow R[A_1] (P_0) \)
(c) \( P_0 \wedge \neg b \rightarrow R[A_1] (Q_0) \)
(d) \( Q_00 \rightarrow R[A_2] (P_01) \)
(e) \( Q_01 \rightarrow R[A_3] (Q_0) \)
(f) \( Q_A \rightarrow Q \)
are true and show that \( P + RX(Q) \) must be true also. The argument is based on the fundamental invariance theorem. Assume that for all \( \sigma \in (0+1)^* \) we have \( P_\sigma + RX_i(Q_\sigma) \) then

\[
P_{\sigma 0} + RX_i(Q_{\sigma 0})
\]

\[
P_{\sigma 0} + RX_i(RA_2(P_{\sigma 1})) \quad \text{(by d)}
\]

\[
RA_1(P_{\sigma 0}) + RA_1RX_iRX_2(P_{\sigma 1}) \quad \text{(by monotonicity)}
\]

\[
(*) \quad P_\sigma \land b \rightarrow RA_1RX_iRX_2(P_{\sigma 1}) \quad \text{(by b)}
\]

Similarly, \( P_{\sigma 1} + RX_i(Q_{\sigma 1}) \)
So \( P_{\sigma 1} + RX_i(RA_3(Q_{\sigma})) \quad \text{(by e)}\)

Combining this with (*) we get

\[
P_\sigma \land b + RA_1RX_iRX_2(RX_iRX_3(Q_{\sigma}))
\]

\[
P_\sigma \land \neg b + RA_4(Q_{\sigma}) \quad \text{(by c)}
\]

Thus, \( P_\sigma + [b \land RA_1RX_iRX_2RX_iRX_3(Q)] \lor [\neg b \land RA_4(Q_{\sigma})] \)

or \( P_\sigma + RX_i+1(Q_{\sigma}) \)

So \( P_\sigma + RX(Q_{\sigma}) \) for all \( \sigma \in (0+1)^* \); taking \( \sigma = \Lambda \) and making use of (a) and (f) we get \( P + RX(Q) \) as required.

We turn next to full adequacy. Note that

\[RX(Q) = [b \land RA_1RX_2RX_3(Q)] \lor [\neg b \land RA_4(Q)]\]

Let the sequence \( Q_{\sigma 1}, \sigma \in (0+1)^* \) be defined by

\[Q_{\Lambda} = Q\]

\[Q_{\sigma 0} = RX_2RX_3(Q_{\sigma})\]

\[Q_{\sigma 1} = RA_3(Q_{\sigma})\]

Let the sequence \( P_{\sigma 1}, \sigma \in (0+1)^* \) be defined in terms of the sequence \( Q \) by

\[P_{\sigma} = RX(Q_{\sigma})\]

Note that if \( L_A \) is expressive relative to \( L_B \) and \( a \), then \( P_{\sigma}, Q_{\sigma}, \sigma \in (0+1)^* \) will be expressible by formulas of \( L_A \). Then
(A) \( P \rightarrow RX(Q) = P_A \)
(B) \( P \_ (Q) \wedge b = RX(Q) \wedge b \)
\[ = RA_1 (RX (RA_2 (RX (RA_3 (Q)))) \)
\[ = RA_1 (RX (Q_{o0})) \)
\[ = RA_1 (P_{o0}) \)
(C) \( Q_{o0} = RA_2 (RX (RA_3 (Q))) \)
\[ = RA_2 (RX (Q_{o1})) \)
\[ = RA_2 (P_{o1}) \)
(D) \( Q_{01} = RA_3 (Q) \)
(E) \( P \_ (Q) \wedge b + RA_4 (Q) \)
(F) \( Q_A + Q \text{ since } Q_A = Q \)

Thus, all of the hypothesis of the rule of inference for \( X = b + A_1 X \)
\( A_2 X A_3, A_4 \) are satisfied and the proof of full adequacy is complete.

The argument used by deBakker and Meertens for the necessity of rules of inference such as those discussed above is based on the notion that predicates are merely sets of states. If on the other hand predicates are thought of as formulas in the first order predicate calculus and the role of non-active variables is taken into account then substantially simpler rules of inference can be constructed. Alternatively these rules of inference may be viewed as ways of organizing or indexing the predicates used by deBakker and Meertens.

4.3 Axioms for Non-Regular GCS's

In order to prove soundness and completeness of axioms for non-regular GCS's additional machinery is needed. In this section we introduce this additional machinery and apply it to a simple example of a non-regular GCS. This example will serve as a prototype for our considerations of the general case in the next section. We begin with a number of definitions
4.3.1 Definition:

Let $A$ be a statement in a PL program $E$. A variable $u$ is active in $A$ iff either:

(i) $A$ is an assignment statement and $u$ occurs in the right or left side of $A$.

(ii) $A$ is a conditional statement $b \rightarrow A_1, A_2$ and either $u$ occurs in $b$ or $u$ is active in $A_1$ or $u$ is active in $A_2$.

(iii) $A$ is a composite statement $(A_1; A_2)$ and $u$ is active in $A_1$ or $u$ is active in $A_2$.

(iv) $A$ is a call on the procedure $X$ with declaration $X = \tau$ occurring in the declaration part of $E$ and $u$ is active in $\tau$.

If $u$ is not active in $A$ then $u$ is said to be non-active. A term is non-active if the only variables occurring in it are non-active variables.

Finally, a substitution $\sigma$ is an admissible substitution if $\sigma$ is a substitution of non-active terms for non-active variables.

Thus, for example, if $E = \langle H, A \rangle$ is the program of Section 2.2 then $u_0$, $v_0$, and $w_0$ are non-active variables, $w_0$ and $g(f(u_0, v_0))$ are non-active terms and $\sigma = \frac{w_0, h(u_0, g(v_0))}{u_0, v_0}$ is an admissible substitution.

4.3.2 Proposition:

Let $A$ be a statement in a PL program $E$ and let $P$ be a formula of $L_A$ which does not contain any free variables that are active in $A$.

Then

$$F[A](P \land Q) = P \land F[A](Q)$$

Proof: $F[A](P \land Q) \subseteq F[A](P) \land F[A](Q)$

By the restriction on $P$ in the hypothesis of the theorem $\{P\} A \{P\}$ is true and hence $F[A](P) \subseteq P$. Thus $F[A](P \land Q) \subseteq P \land F[A](Q)$.
Conversely, let $s \in P \land F[A](Q)$ then $s \in P$ and $s \in F[A](Q)$. Thus there is an $s'$ such that $s = M[A](s')$ and $s' \in Q$. By the restriction on $P$, $s$ and $s'$ can only differ on variables not occurring free in $F$. Thus $s' \in P$ also. Therefore $s' \in P \land Q$ and $s \in F[A](P \land Q)$. It follows that $P \land F[A](Q) \subseteq F[A](P \land Q)$.

4.3.3 Proposition

Let $A$ be a statement in a PL program $E$. Let $\sigma$ be an admissible substitution with respect to $A$. Let $Q$ be a formula of the assertion language $L^A$. Then $F[A](Q)\sigma = F[A](Q)\sigma$.

Proof: Let $\bar{u}$ contain the variables which are active in $A$. Let $\bar{u}_0$ contain new variables (i.e. not appearing in $E$, $\sigma$, or $Q$) and have the same size as $\bar{u}$. Then

\[
F[A](Q(\bar{u}))\sigma = F[A]((\exists \bar{u}_0 [\bar{u} = \bar{u}_0 \land Q(\bar{u}_0)])\sigma
= (\exists \bar{u}_0 [F[A](\bar{u} = \bar{u}_0 \land Q(\bar{u}_0))]\sigma
= (\exists \bar{u}_0 [F[A](\bar{u} = \bar{u}_0 \land Q(\bar{u}_0))]\sigma
= F[A](Q(\bar{u}))\sigma
\]

But $F[A](\bar{u} = \bar{u}_0)\sigma = F[A](\bar{u} = \bar{u}_0)$ and $Q(\bar{u}_0)\sigma$ does not contain any free variables which are active in $A$ since $\sigma$ is admissible.

Thus, $F[A](Q(\bar{u}))\sigma = (\exists \bar{u}_0 [F[A](\bar{u} = \bar{u}_0 \land Q(\bar{u}_0))]\sigma
= (\exists \bar{u}_0 [F[A](\bar{u} = \bar{u}_0 \land Q(\bar{u}_0))]\sigma
= F[A](Q(\bar{u}))\sigma$

To illustrate the problems which occur when dealing with non-regular GCS's we consider the GCS $C_3$ with prototype

\[
C_3 = \langle \{X = b \rightarrow A_1; X; A_2; I\}; X \rangle
\]
We will show that a sound and complete rule of inference for $C_3$ is

$$(*) \{ P \land b \} A_1 \{ \exists \tilde{u}_0 \left[ P \frac{\tilde{u}_0}{\tilde{v}_0} \land T \right] \}, \{ \exists u_0 \left[ Q \frac{\tilde{u}_0}{\tilde{v}_0} \land T \right] \} A_2 \{ Q \}, P \land \neg b \rightarrow Q$$

$$\{ P \} C_3 \{ b; A_1; A_2 \} \{ Q \}$$

where $\tilde{v}_0$ are the variables which occur free in the predicates $P$ and $Q$ but are not active in $C_3 \{ b; A_1; A_2 \}$. $\tilde{u}_0$ consists entirely of new variables. $T$ is a predicate which does not contain any active free variables.

In order to prove that $(*)$ is sound we assume

(i) $FA_1 \{ P \land b \} \rightarrow \exists \tilde{u}_0 \left[ P \frac{\tilde{u}_0}{\tilde{v}_0} \land T \right]$

(ii) $FA_2 \{ \exists \tilde{u}_0 \left[ Q \frac{\tilde{u}_0}{\tilde{v}_0} \land T \right] \} \rightarrow Q$

and

(iii) $P \land \neg b \rightarrow Q$

and deduce $FX(P) \rightarrow Q$ by means of the fundamental invariance theorem.

Define the sequence $\{ X^i \}_{i \geq 0}$ by

$$X^0 = \Omega$$

$$X^{i+1} = b \rightarrow A_1; X^i; A_2, I$$

So that $FX^{i+1}(P) = FA_2 \left( FX^i \left( FA_1 \left( P \land b \right) \right) \right) \lor (P \land \neg b)$.

If $FX^i(P) \rightarrow Q$

then $\exists \tilde{u}_0 \left[ FX^i(P) \frac{\tilde{u}_0}{\tilde{v}_0} \land T \right] \rightarrow \exists \tilde{u}_0 \left[ Q \frac{\tilde{u}_0}{\tilde{v}_0} \land T \right]$

so, by propositions 4.3.2, 4.3.2 and 4.3.11.

$$FX^i \left( \exists \tilde{u}_0 \left[ P \frac{\tilde{u}_0}{\tilde{v}_0} \land T \right] \right) \rightarrow \exists \tilde{u}_0 \left[ Q \frac{\tilde{u}_0}{\tilde{v}_0} \land T \right]$$

1Intuitively, the predicate $T$ enables information to be transferred across a procedure call. If the effect of $A_1$ on the program variables can be described by a simple admissible substitution $\sigma$, then $T$ may be eliminated and a simpler axiom involving the substitution $\sigma$ will work.
By (i) and monotonicity of $\text{FX}^i(\cdot)$

$$\text{FX}^i(\text{FA}_i(P \land b)) \rightarrow \exists \bar{u}_0 \left[ Q \frac{\bar{u}_0}{\bar{v}_0} \land T \right]$$

By monotonicity of $\text{FA}_2(\cdot)$

$$\text{FA}_2(\text{FX}^i(\text{FA}_i(P \land b))) \lor \text{FA}_2(\exists \bar{u}_0 \left[ Q \frac{\bar{u}_0}{\bar{v}_0} \land T \right])$$

By (ii) and (iii) we obtain

$$\text{FA}_2(\text{FX}^i(\text{FA}_i(P \land b))) \lor (P \land \neg b) \rightarrow Q$$

So $\text{FX}^{i+1}(P) \rightarrow Q$. Hence by the fundamental invariance theorem we conclude that $\text{FX}(P) \rightarrow Q$ holds.

To prove completeness we need several new axioms in addition to those of the basic set given in section 3.3. The new axioms are:

R1. $\{T\} \land \{T\}$ provided that $T$ does not contain any free variables which are active in $A$.

R2. $\{P_1\} \land \{Q_1\}, \{P_2\} \land \{Q_2\}$

$$\frac{\{P_1 \land P_2\} \land \{Q_1 \land Q_2\}}{\{P_1 \land P_2\} \land \{Q_1 \land Q_2\}}$$

R3. $\{P(\bar{u}_0)\} \land \{Q(\bar{u}_0)\}$

$$\frac{\exists \bar{u}_0 P(\bar{u}_0) \land \{Q(\bar{u}_0)\}}{\exists \bar{u}_0 P(\bar{u}_0) \land \{Q(\bar{u}_0)\}}$$

provided that the variable $u_0$ is not active in $A^i$.

\[\text{This axiom is not absolutely essential. However its use simplifies the statements of some of the other axioms and also the proof of the completeness theorem.}\]
Suppose that the assertion language $L_A$ is expressive. To show completeness we assume that $\{P\} A \{Q\}$ is true and show that it is provable (given a complete proof system $T$ for $L_A$ relative to $\mathfrak{a}$). The proof will be by induction on the structure of $A$. The reader may verify that the only interesting case is when $A$ has the form $C_3 [b: A_1, A_2]$. We will split the proof of this case into two parts.

First we show that it is sufficient to know that

$$\{\bar{w} = \bar{w}_0\} \times \{\text{FX}(\bar{w} = \bar{w}_0)\}$$

is always deducible where $\bar{w}$ are the variables which are active in the program and $\bar{w}_0$ are new non-active variables. Suppose $\{P\} A \{Q\}$ (i.e. $\{P\} C_3 [b: A_1, A_2] \{Q\}$) is true so that $\text{FX}(P) \rightarrow Q$ holds.

(Note that since $L_A$ is expressive, $\text{FX}(P) \rightarrow Q$ is representable by a formula of $L_A$. In fact, if $T$ is a complete proof system for $L_A$ then $T \vdash_{T} \text{FX}(P) \rightarrow Q$.)

If $\{\bar{w} = \bar{w}_0\} \times \{\text{FX}(\bar{w} = \bar{w}_0)\}$ is deducible, then

$$\vdash_{T} \text{FX}(\bar{w} = \bar{w}_0) \land P(\bar{w}_0)$$

is deducible, then

$$\vdash_{T} \exists \bar{w}_0 [\bar{w} = \bar{w}_0 \land P(\bar{w}_0)]$$

by axioms R1 and R2. Thus,

$$\vdash_{T} \exists \bar{w}_0 [\bar{w} = \bar{w}_0 \land P(\bar{w}_0)] \times \{\exists \bar{w}_0 [\text{FX}(\bar{w} = \bar{w}_0) \land P(\bar{w}_0)]\}$$

follows by application of R3. Hence

$$\vdash_{T} \exists \bar{w}_0 [\bar{w} = \bar{w}_0 \land P(\bar{w}_0)] \times \{\text{FX} (\exists \bar{w}_0 [\bar{w} = \bar{w}_0 \land P(\bar{w}_0)])\}$$

by propositions 4.3.1 and 2.4.11 we conclude that $\{P(\bar{w})\} A \{\text{FX}(P(\bar{w}))\}$ is deducible and therefore by one additional application of the rule of consequence that $\{P\} A \{Q\}$ is also.

---

1. It is also possible to prove soundness and completeness using the reverse predicate transformer $R$. In the proof of completeness we would use $\{\text{FX} (\bar{w} \neq \bar{w}_0)\} X \{\bar{w} \neq \bar{w}_0\}$ instead of $\{\bar{w} = \bar{w}_0\} X \{\text{FX}(\bar{w} = \bar{w}_0)\}$. The argument based on $\{\bar{w} = \bar{w}_0\} X \{\text{FX}(\bar{w} = \bar{w}_0)\}$ seems considerably more natural however.
Next we show that \( \{
\bar{w} = \bar{w}_0\} \times \{F_X(\bar{w} = \bar{w}_0)\} \) is indeed always deducible. To simplify notation, let

\[
P = \{\bar{w} = \bar{w}_0\}
Q = F_X(\bar{w} = \bar{w}_0)
T(\bar{w}, \bar{w}_0) = FA_1(P \land b)
\]

Note that all three of these predicates will be expressible by formulas of \( L_A \).

\[
FA_1(P \land b) = T(\bar{w}, \bar{w}_0)
= \exists \bar{v}_0 \ [\bar{v}_0 = \bar{v}_0 \land T(\bar{v}_0, \bar{w}_0)]
= \exists \bar{v}_0 \ [P \bar{v}_0 \land T(\bar{v}_0, \bar{w}_0)]
\]

Hence by the induction assumption

\[
(P \land b) A_1 \exists \bar{v}_0 \ [P \bar{v}_0 \land T(\bar{v}_0, \bar{w}_0)]
\]

is deducible. Similarly we have

\[
\exists \bar{v}_0 \ [Q \bar{v}_0 \land T(\bar{v}_0, \bar{w}_0)] = \exists \bar{v}_0 \ [F_X(\bar{w} = \bar{w}_0) \bar{v}_0 \land T(\bar{v}_0, \bar{w}_0)]
\]

(Proposition 4.3.2) = \( \exists \bar{v}_0 \ [F_X(\bar{w} = \bar{v}_0) \land T(\bar{v}_0, \bar{w}_0)] \)

(Proposition 4.3.3) = \( \exists \bar{v}_0 \ [F_X(\bar{w} = \bar{v}_0) \land T(\bar{v}_0, \bar{w}_0)] \)

(Proposition 2.4.11) = \( F_X(\exists \bar{v}_0 [\bar{w} = \bar{v}_0 \land T(\bar{v}_0, \bar{w}_0)] \)

Hence \( \exists \bar{v}_0 \ [Q \bar{v}_0 \land T(\bar{v}_0, \bar{w}_0)] = F_X(FA_1(P \land b)) \)
So, \( FA_2 (\exists \tilde{\nu}_0 [Q \leftarrow \frac{\tilde{\nu}_0}{\tilde{w}_0} \land T(\tilde{\nu}_0, \tilde{w}_0)]) = FA_2 (FX(FA_1 (P \land b))) \)

But by the predicate transformer fixed point theorem, we have

\[ Q = FX(\tilde{w} = \tilde{w}_0) = FA_2 (FX(FA_1 (P \land b))) \lor (\neg b \land P). \]

Thus, \( FA_2 (\exists \tilde{\nu}_0 [Q \leftarrow \frac{\tilde{\nu}_0}{\tilde{w}_0} \land T(\tilde{\nu}_0, \tilde{w}_0)]) \lor Q. \)

By the induction hypothesis, we have that

\[ \exists \tilde{\nu}_0 [Q \leftarrow \frac{\tilde{\nu}_0}{\tilde{w}_0} \land T(\tilde{\nu}_0, \tilde{w}_0)] \land \{Q\} \]

is deducible.

Since \( P \land b \lor Q \) also follows from the predicate transformer fixed point theorem, all of the hypothesis of (*) are satisfied and we may conclude that \( \{P\} X \{Q\} \) (i.e. \( \{P\} C_3 [b : A_1; A_2] \{Q\} \) is is deducible where \( P = \{\tilde{w} = \tilde{w}_0\} \) and \( Q = \{FX(\tilde{w} = \tilde{w}_0)\} \). This completes the proof.

To illustrate how rules of inference of the kind described above may be used, we consider a simple example. Consider the procedure definition:

\[ X = (n > 0) \rightarrow n := n - 2; X; n := n + 1, I \]

This may be considered an instance of the GCS \( C_3 [b : A_1; A_2] \) where \( b \) is \( \{n > 0\} \), \( A_1 \) is \( n := n - 2 \), and \( A_2 \) is \( n := n + 1 \). We show that \( \{P(n)\} X \{Q(n)\} \) is deducible where \( P(n) \) is \( 4 \mid n \) and \( Q(n) \) is \( 2 \mid n \).

If we let

\[ U = \{n = n_0\} \]
\[ V = \{ n = \frac{n_0}{2} \} \]
\[ T = \{ n_1 = n_0 - 2 \} \]

Then

\[ \{ U \land b \} A_1 \{ \exists n_1 \left[ \frac{n_1}{n_0} \land T \right] \} \]
\[ \{ \exists n_1 \left[ \frac{n_1}{n_0} \land T \right] \} A_2 \{ V \} \]
\[ U \land b \implies V \]

all hold so that we may conclude \( \{ U \} X \{ V \} \) also holds as an instance of the axiom given above. Since \( P \implies \exists n_0 \left[ U \land P(n_0) \right] \) and \( \exists u_0 \left[ V \land P(u_0) \right] \)
\[ \implies Q \] we may conclude \( \mathcal{F} \{ P \} X \{ Q \} \) by using axioms R1, R2, and R3.

The crucial step in the completeness proof is showing that in order to prove the true assertion \( \{ P \} X \{ Q \} \) it is sufficient to first prove
\[ \{ \tilde{w} = \tilde{w}_0 \} X \{ FX(\tilde{w} = \tilde{w}_0) \} \] where \( \tilde{w} \) are the variables active in \( X \) and
\( \tilde{w}_0 \) are new nonactive variables. This observation is originally due to
Gorelick [GO75]. Although a simple algorithm can be given for generating
sound and complete axioms for nonregular GCS's such as the one given for
\( C_3 \) above, there is a much more natural way of organizing correctness
proofs for nonregular procedures. This method will be discussed in the
next section.

Although the use of non-regular systems of procedure declarations is
common in programming, the reader may have noticed that all commonly used
control structures are regular. This includes the "while" statement, the
"repeat-until" statement, even the "Zahn" construct. One reason for this
situation should be apparent from the discussion above--even simple non-
regular control structures have complicated axioms. Statement patterns
will be used frequently only if they are easy to understand, and control
structures which are easy to understand will not have complicated axioms.
4.4 Gorelick's Theorem

In this section we give a more natural method for handling non-
regular control structure (systems of recursive procedures). Instead
of trying to find a different axiom for each distinct control structure,
we give a set of five axioms that work for all control structures (systems
of recursive procedures). The first three of these axioms are the axioms
R1-R3 given in the previous section. In addition we will need

R4 \( (P) A \{Q\} \)
\( (P\sigma) A \{Q\sigma\} \)

where \( \sigma \) is an admissible substitution. This is the axiom of variable
substitution given in Gorelick [G075].

R5 \( (P) Y \{Q\} \vdash (P) \tau(Y)(Q) Y, \) a dummy procedure name
\( (P) Y \{Q\} \)

where the procedure \( X \) has declaration \( X \equiv \tau(X) \). This is the axiom
of recursive invocation first given in [H071].

The soundness of Axiom R4 follows immediately from proposition 4.3.3
Assume \( (P) X \{Q\} \). Then \( FX(P) \rightarrow Q \) and \( FX(P)\sigma = FX(P\sigma) \) since \( \sigma \)
is admissible. Thus

\[ FX(P)\sigma \rightarrow Q\sigma \]
or

\[ FX(P\sigma) \rightarrow Q\sigma \]

It follows that \( (P\sigma) X \{Q\sigma\} \) must hold also and that the axiom is sound.

The soundness of axiom R5 follows directly from the fundamental
invariance theorem. Assume that \( (P) Y \{Q\} \vdash (P) \tau(Y) \{Q\} \) where \( Y \)
is a dummy procedure name. Then if \( FX^1(F) \rightarrow Q \) holds,
we will have \( (P) X^1 \{Q\} \) and therefore by the assumption above
\[ \{P\} \tau(X^i) \{Q\} \]

or

\[ \{P\} X^{i+1} \{Q\} \quad \text{since} \quad X^{i+1} = \tau(X^i). \]

It follows that \( FX^{i+1} (P) \rightarrow Q \) must also hold and hence by the fundamental invariance theorem that \( P \rightarrow RX(Q) \) or \( \{P\} X \{Q\} \) holds.

We call a procedure declaration \( X \equiv \tau \) elementary if all of the procedure calls in \( \tau \) are on the procedure \( X \) itself. If we restrict programs so that the only procedure declarations allowed are elementary declarations\(^1\) then axioms R1 to R5 together with the axioms of the basic set also give completeness. The proof of this fact is originally due to Gorelick [G075], we include it here since it can be understood very easily with the tools that we have developed and since we will consider modifications of this result to total correctness and to programming languages with block structure, static scope and global variables in later sections.

We show that if the assertion language \( L_A \) is expressive (with respect to \( L_E \) and \( \mathcal{A} \)) and if we are given a complete proof system \( T \) for \( L_A \) (relative to \( \mathcal{A} \)) then \( \{P\} A \{Q\} \) is true iff it is provable. The proof will be by induction on the structure of \( A \) and \( \mathcal{A} \), as in the last section, the only interesting case is when \( A \) is a procedure call i.e. \( A \) is \( X \) where \( X \equiv \tau \) occurs in the declaration part of the program. Again, by the argument of the last section we know that it is sufficient to show that \( \{\bar{w} = \bar{w}_0\} X \{FX(\bar{w} = \bar{w}_0)\} \) is deducible where \( \bar{w} \) are the variables active in \( X \) and \( \bar{w}_0 \) are new non-active variables.

---

\(^1\)A more complicated version of R5 is needed to handle the general case of mutually recursive declarations [G075].
Let \( P_0 = \{ \bar{w} = \bar{w}_0 \} \) and \( Q_0 = \{ FX(\bar{w} = \bar{w}_0) \} \), we will show that \( P_0 \cup Q_0 \vdash (P_0 \cup Q_0) \tau(Y) \{ Q_0 \} \). The desired conclusion \( P_0 \times Q_0 \) will then follow by R5. The proof of this result is also by a structural induction--this time on the structure of \( \tau \) using an induction hypothesis which is slightly more general than what we really want to prove.

**Induction hypothesis:**

Let \( \tau(X) \) be a statement, let \( P, Q \) be predicates then if \( \{ P \} \tau(X) \{ Q \} \) is true, then

\[
\{ P_0 \} \cup \{ Q_0 \} \vdash \{ P \} \tau(Y) \{ Q \}
\]

**Cases on \( \tau \):**

(i) \( \tau \) is "true", "false", or "\( u := e \)"; these cases are trivial and will be left to the reader.

(ii) \( \tau \) is \( b \rightarrow A_1(X), A_2(X) \): if \( \{ P \} \tau(X) \{ Q \} \) is true, then

\( F[b \rightarrow A_1(X), A_2(X)] (P) \rightarrow Q \) is true, so,

\( F[A_1(X)] (P \land A_2(X)) \rightarrow Q \) i.e. \( \{ P \land A_2(X) \} A_1(X) \{ Q \} \)

and

\( F[A_2(X)] (P \land \neg b) \rightarrow Q \) i.e. \( \{ P \land \neg b \} A_2(X) \{ Q \} \)

are also true by properties of the predicate transformer \( R \). By the induction hypothesis, we obtain

\[
\{ P_0 \} \cup \{ Q_0 \} \vdash \{ P \land A_1(Y) \} A_1(Y) \{ Q \}
\]

and

\[
\{ P_0 \} \cup \{ Q_0 \} \vdash \{ P \land \neg b \} A_2(Y) \{ Q \}.
\]

Combining and using the axiom for the conditional, we get

\[
\{ P_0 \} \cup \{ Q_0 \} \vdash \{ P \} b \rightarrow A_1(Y), A_2(Y) \{ Q \}
\]
as required.

(iii) \( \tau \) is \((A_1; A_2)\): proof is similar to (ii) above.

(iv) \( \tau \) is \(X: \{P\} X \{Q\}\) is true so \(FX(P) \Rightarrow Q\) is true. \(L_A\) is expressible so \(FX(P) \Rightarrow Q\) is representable by a formula of \(L_A\) and is provable in \(T\). Thus from \(\{\bar{w} = \bar{w}_0\} Y \{FX(\bar{w} = \bar{w}_0)\}\) we may derive

\[
\{\bar{w} = \bar{w}_0 \land P(\bar{w}_0)\} Y \{FX(\bar{w} = \bar{w}_0) \land P(\bar{w}_0)\}\quad \text{axioms R1, R2}
\]
\[
\{\bar{w} = \bar{w}_0 \land P(\bar{w}_0)\} Y \{FX(\bar{w} = \bar{w}_0) \land P(\bar{w}_0)\}\quad \text{Prop. 4.3.2}
\]
\[
\{\exists \bar{w}_0 \ [\bar{w}_0 \land P(\bar{w}_0)]\} Y \{\exists \bar{w}_0 \ [FX(\bar{w} = \bar{w}_0) \land P(\bar{w}_0)]\}\quad \text{axiom R3}
\]
\[
\{\exists \bar{w}_0 \ [w = w_0 \land P(\bar{w}_0)]\} Y \{FX(\exists \bar{w}_0 \ [\bar{w} = \bar{w}_0 \land P(\bar{w}_0)]\}\quad \text{Prop. 2.4.11}
\]
\[
\{P(\bar{w})\} Y \{FX(P(\bar{w}))\}\quad \text{rule of consequence}
\]

We illustrate the above axioms by a simple example. Suppose \(X\) has the declaration

\[
X \equiv (n > 0) \land n := n - 1; X; m = m + 1; X; n := n + 1, \ I
\]

we prove that \(\{n = n_0 \land m = 0\} X \{n = n_0 \land m = 2^n - 1\}\)

In order to establish this result it is first necessary to establish a somewhat more general result

\[
\{n = n_0 \land m = m_0\} X \{n = n_0 \land m = 2^n - 1 + m_0\}
\]

to prove this we assume \(\{n = n_0 \land m = m_0\} Y \{n = n_0 \land m = 2^n - 1 + m\}\)

and deduce

\[
\{n = n_0 \land m = m_0\} \tau(Y) \{n = n_0 \land m = 2^n - 1 + m_0\}
\]
where \( \tau(Y) = (n > 0) + n := n-1; Y; m := m+1; Y; n := n+1 \). Clearly, we have \( \{n = n_0 \land m = m_0 \land n > 0\} \). Thus we only need show \( \{n = n_0 \land m = m_0 \land n > 0\} \). This follows from the strings of assertions below:

1) \( \{n = n_0 \land m = m_0 \land n > 0\} \) \( n := n-1 \) \( \{n = n_0-1 \land m = m_0\} \) Assignment

2) \( \{n = n_0-1 \land m = m_0\} \) \( Y \{n = n_0-1 \land m = 2^{n_0} - 1 + m_0\} \) \( R_4: \sigma = \frac{n_0-1}{n_0} \)

3) \( \{n = n_0-1 \land m = 2^{n_0} - 1 + m_0\} \) \( m := m+1 \) \( \{n = n_0-1 \land m = 2^{n_0} + m_0\} \) Assignment

4) \( \{n = n_0-1 \land m = 2^{n_0} + m_0\} \) \( Y \{n = n_0-1 \land m = 2^{n_0} - 1 + m_0\} \) \( R_4: \frac{n_0-1}{n_0} \frac{2^{n_0} + m_0}{m_0} \)

5) \( \{n = n_0-1 \land m = 2^{n_0} - 1 + m_0\} \) \( n := n+1 \) \( \{n = n_0 \land m = 2^{n_0} - 1 + m_0\} \) Assignment

If 1 - 5 above are combined using the rule of consequence, the desired conclusion \( \{n = n_0 \land m = m_0 \land n > 0\} \) \( n := n-1; Y; m := m+1; Y; n := n+1; \) \( \{r = n_0 \land m = 2^{n_0} - 1 + m\} \), is obtained. Note that in applying \( R_4 \) to a precondition - postcondition expression which involves a dummy procedure name \( Y \), one must use the real procedure declaration corresponding to \( Y \) (e.g. \( X \equiv \tau(X) \)) in determining whether variables are active or inactive in \( Y \).
4.5 Total Correctness

In Chapter 3 and previous sections of Chapter 4 we have dealt exclusively with partial correctness. We have worked with assertions of the form \( \{P\} A \{Q\} \) which were considered true iff when \( P \) was true initially and \( A \) was executed, then either the execution of \( A \) did not terminate properly\(^1\) or else \( Q \) was satisfied by the final state of the program. Unfortunately failure to terminate properly is one of the most frequent sources of error in incorrect programs. What we are really interested in is total correctness—we want to be able to make assertions of the form \( \{P\} A \{Q\} \) which will be true iff when \( P \) is true initially, \( A \) is guaranteed to terminate, and \( Q \) will hold of the final program state. Traditionally, proofs of total correctness have been split into two parts: (a) a proof of partial correctness and (b) a separate proof that the program terminates in a satisfactory manner. In this section we argue that such a division is unnecessary and that total correctness is, in a certain sense, no more difficult to establish than partial correctness. We show that it is possible to give a set of axioms for total correctness which is both sound and complete under an expressibility condition on the assertion language which is no more restrictive than that used in the proofs of soundness and completeness for partial correctness axioms.

We begin by giving total correctness axioms for the null statement, the assignment statement, the composition of statements, the conditional statement, and the rule of consequence. Since none of these statements

\(^1\)Note that there are two ways in which a program can fail to terminate properly (i) by the occurrence of an infinite loop of some sort and (ii) by the occurrence of an abnormal condition such as division by zero or integer overflow. In this thesis we will not treat the latter case.
is capable of causing non-termination by itself, the axioms given are analogous to those of the basic set for partial correctness (see section 4.1).

1. \( \langle P \rangle \ I \ \langle P \rangle \)  
   null statement

2. \( \langle P \frac{e}{x} \rangle \ x := e \ \langle P \rangle \)  
   assignment

3. \( \langle P \rangle \ A_1 \ \langle Q \rangle, \ \langle Q \rangle \ A_2 \ \langle R \rangle \)  
   \( \langle P \rangle \ (A_1; A_2) \ \langle R \rangle \)  
   composition

4. \( \langle P \ A \ B \rangle \ A_1 \ \langle Q \rangle, \ \langle P \ A \ -\ B \rangle \ A_2 \ \langle Q \rangle \)  
   \( \langle P \rangle (B \ A_1, A_2) \ \langle Q \rangle \)  
   conditional

5. \( \ P \ + \ Q, \ \langle Q \rangle \ A \ \langle R \rangle, \ R \ + \ S \)  
   \( \langle P \rangle \ A \ \langle S \rangle \)  
   consequence

Next we need total correctness axioms analogous to R1-R5 to handle recursive procedures. The first four of these axioms are very similar to the original partial correctness axioms.

6. \( \langle T \rangle \ A \ \langle T \rangle \)  
   provided that \( T \) does not contain any free variables which are active in \( A \).

7. \( \langle P_1 \rangle \ A \ \langle Q_1 \rangle, \ \langle P_2 \rangle \ A \ \langle Q_2 \rangle \)  
   \( \langle P_1 \ A \ Q_1 \ \rangle \ A \ \langle P_2 \ A \ Q_2 \ \rangle \)  

8. \( \langle P(u_0) \rangle \ A \ \langle Q(u_0) \rangle \)  
   \( \exists u_0 \ P(u_0) \ A \ \langle ex u_0 \ Q(u_0) \ \rangle \)  
   provided that \( u_0 \) is not active in \( A \).

9. \( \langle P \rangle \ A \ \langle Q \rangle \)  
   \( \langle P\sigma \rangle \ A \ \langle Q\sigma \rangle \)  
   provided that \( \{P\} \ A \ \{Q\} \) is an admissible substitution.
The last axiom (the one analogous to R5) is the crucial axiom for total correctness—it allows proofs of total correctness to be constructed which use induction on the depth of recursion of a recursive procedure.

10. \( \langle P(0) \rangle \tau(\Omega) \langle R \rangle, \langle P(i) \rangle \tau(R) \langle Q \rangle \) \\
    \( \langle \exists i \ P(i) \rangle \tau(R) \langle Q \rangle \)

where the procedure \( X \) has declaration \( X \equiv \tau(X) \).

We illustrate the use of the axioms stated above by proving that
\( \langle n = n_0 \land m = m_0 \rangle \times \langle n = 0 \land m = 2^{n_0} \rangle \) is true where \( X \) is defined by
\[
X \equiv (n = 0 + m := 1, \\
\quad \text{even}(n) \rightarrow n := n/2; X; m = m^2, \\
\quad n := (n-1)/2; X; m = m^2)
\]
and \( \text{even}(n) \) is the predicate which is true if \( n \) is an even non-negative integer. In this case \( P(i) \equiv \{ n = n_0 \land n_0 \leq i \land m = m_0 \} \), and \( Q \equiv \{ n = 0 \land m = 2^{n_0} \} \). Note that \( P \equiv \{ n = n_0 \land m = m_0 \} \) is true iff some \( P(i) \) is true. It is also easy to show that \( \langle P(0) \rangle \tau(\Omega) \langle Q \rangle \) is true.

Thus to complete the proof we assume that \( \langle P(i) \rangle \tau(R) \langle Q \rangle \) is true and show that \( \langle P(i+1) \rangle \tau(R) \langle Q \rangle \) must hold. This follows by the rule for composition of statements and the rule for the conditional from the chain of six assertions below.

(i) \( \langle \text{even}(n) \land n = n_0 \land 0 < n_0 < i+1 \land m = m_0 \rangle \) \( n := n/2 \) \( \langle n = n_0 \land n_0 < i \land i \land m = m_0 \land n = 2k_0 \rangle \)

---

This axiom is a variant of one originally suggested to the author by M. O'Donnell. Note that it assumes that the integers are a subset of the domain of the interpretation. If the domain is finite, a different rule using the same basic idea (induction on depth of recursion) gives completeness.
(ii) \( \langle n = k_0 \land k_0 \leq i \land m = m_0 \land n_0 = 2k_0 \rangle \ r \langle n = 0 \land n_0 = 2k_0 \land m = 2^k_0 \rangle \)

(iii) \( \langle n = 0 \land n_0 = 2k_0 \land m = 2^k_0 \rangle \ m := m^2 \langle n = 0 \land m = 2^n_0 \rangle \)

(iv) \( \langle \text{even}(n) \land n = n_0 \land 0 \leq n_0 \leq i + 1 \land m = m_0 \rangle \ n := (n - 1)2 \langle n = k_0 \land k_0 \leq i \land m = m_0 \land n_0 = 2k_0 + 1 \rangle \)

(v) \( \langle n = k_0 \land k_0 \leq i \land m = m_0 \land n = 2k + 1 \rangle \ r \langle n = 0 \land n_0 = 2k_0 + 1 \land m = 2^k_0 \rangle \)

(vi) \( \langle n = 0 \land n_0 = 2k_0 + 1 \land m = 2^k_0 \rangle \ m := 2m^2 \langle n = 0 \land m = 2^n_0 \rangle \)

Steps (i), (iii), (iv), and (vi) are straightforward. Steps (ii) and (v) involve using the assumption \( \langle P(i) \rangle r \langle Q \rangle \) together with axioms 6, 7, and 9. Thus, for example, we obtain (ii) as follows

\( \langle n = n_0 \land n_0 \leq i \land m = m_0 \rangle \ r \langle n = 0 \land m = 2^n_0 \rangle \) \hspace{1cm} \text{(by inductive assumption)}

\( \langle n = k_0 \land k_0 \leq i \land m = m_0 \rangle \ r \langle n = 0 \land m = 2^k_0 \rangle \) \hspace{1cm} \text{(axiom 9 with } \sigma = \frac{k_0}{n_0} \)

\( \langle n_0 = 2k_0 \rangle \ r \langle n_0 = 2k_0 \rangle \) \hspace{1cm} \text{(axiom 6)}

\( \langle n = k_0 \land k_0 \leq i \land m = m_0 \land n_0 = 2k_0 \rangle \ r \langle n = 0 \land n_0 = 2k_0 \land m = 2^k_0 \rangle \) \hspace{1cm} \text{(axiom 7)}

The rest of the proof is left to the reader.

The soundness of axioms 1-5 follows immediately from the results of Chapter 2. Axioms 6-9 may be proved sound by an argument similar to that used in showing the soundness of R1-R4. To simplify the soundness proof for axiom 10 we first prove the following lemma:
Lemma:

Let \( \{P_i\}_i \geq 0 \) be a family of predicates. Suppose that \( P_0 \rightarrow \text{BX}^1(Q) \) is true with respect to \( A \) and that if \( P_i \rightarrow \text{BX}^{i+1}(Q) \) is true then \( P_{i+1} \rightarrow \text{BX}^{i+2}(Q) \) is true also. Under these conditions we may conclude that for all \( n \geq 0 \) \( P_n \rightarrow \text{BX}(Q) \) holds.

Proof: As in the proof of the fundamental invariance theorem (see section 2.5) we translate the problem into set notation. From the hypothesis of the lemma we may conclude that \( P_n \subseteq \text{BX}^{n+1}(Q) \) for all \( n \geq 0 \). Since \( \text{BX}^n(Q) \subseteq \text{BX}(Q) \) the desired result follows immediately.

To establish the soundness of axiom 10, we assume that \( \langle P(0) \rangle \rightarrow \langle Q \rangle \) and \( \langle P(i) \rangle \rightarrow \langle Q \rangle \rightarrow \langle P(i+1) \rangle \rightarrow \langle Q \rangle \rightarrow \langle r \rangle \rightarrow \langle Q \rangle \) are both true. Let \( P_i = P(i) \). Since \( \langle P(0) \rangle \rightarrow \langle Q \rangle \rightarrow \langle Q \rangle \) is true, we see that \( P_0 \rightarrow \text{BX}^1(Q) \) is true. Since \( \langle P(i) \rangle \rightarrow \langle Q \rangle \rightarrow \langle P(i+1) \rangle \rightarrow \langle Q \rangle \rightarrow \langle r \rangle \rightarrow \langle Q \rangle \) holds and \( x^{i+2} = r(x^i) \), we see that if \( P_i \rightarrow \text{BX}^i(Q) \) is true \( P_{i+1} \rightarrow \text{BX}^{i+2}(Q) \) must be true also. By the above lemma \( P_n \rightarrow \text{BX}(Q) \) holds for all \( n \geq 0 \). Since \( \exists i P(i) \) is true if and only if some \( P_i \) is true, we see that \( \exists i P(i) \rightarrow \text{BX}(Q) \) is true or equivalently that \( \langle \exists i P(i) \rangle \rightarrow \langle X \rangle \rightarrow \langle Q \rangle \) is true.

We next turn to the question of completeness. Since the inductive argument used to prove completeness in the total correctness case is almost identical in structure to that given in the previous section for partial correctness, we will merely try to indicate the ideas involved—not give a full proof. Let \( D \) be the domain of \( A \). We will assume that:

a) both \( L_A \) and \( L_E \) are extensions of \( L_N \), the language of number theory, and that the symbols of \( L_A(L_E) \) which are common to \( L_N \) receive their standard interpretation under \( A \), i.e. \( N \subseteq D \).
b) there is a predicate "integer (X)" defined on D which is true of X iff X is an integer (this provides a means of quantifying over the integers).

c) for all statements A and formulas Q in $L_A$ there is a formula in $L_A$ which expresses $BA(Q)$.

Note that in c) we could just have easily required that $RA(Q)$ or $FA(Q)$ be expressible (see Theorem 3.4.6). Thus, if we restrict our attention to interpretations which already satisfy a) and b) we will not be requiring a stronger notion of expressibility in the total correctness case than was used in the partial correctness case.

Let T be a complete proof system for $L_A$ relative to $\mathfrak{A}$. Assume that $\langle U \rangle A \langle V \rangle$ is true with respect to $\mathfrak{A}$. We show that $\langle U \rangle A \langle V \rangle$ is provable using axioms 1-10 above and the proof system T. The proof is by induction on the structure of A. Since the proof is similar to the one given in section 4.4, we will only consider the case where A is a call on the X which has a declaration of the form $X \equiv (b + A_1; X; A_2; I)$. We will show

(i) $\langle U \rangle X \langle V \rangle$ is provable if $\langle P \rangle X \langle Q \rangle$ is provable where $P \equiv BX(\vec{w} = \vec{w}_0)$ and $Q \equiv \{\vec{w} = \vec{w}_0\}$ ($\vec{w}$ is the vector of variables which is active in $X$ and $\vec{w}_0$ consists of new non-active variables).

(ii) There is a predicate $P(i)$ (expressible in $L_A$) such that

a) $P$ is true iff $P(i)$ is true for some value of i.

b) $\langle P(0) \rangle \tau(Q) \langle Q \rangle$ is deducible.

c) $\langle P(i) \rangle \tau(Q) \vdash \langle P(i+1) \rangle \tau(r) \langle Q \rangle$ holds.
Proof of (i):

By assumption \((\text{BX}(\bar{w} = \bar{w}_0)) \times (\bar{w} = \bar{w}_0)\)

By axioms 6, 7 \((\text{BX}(\bar{w} = \bar{w}_0) \wedge \text{V}(\bar{w}_0)) \times (\bar{w} = \bar{w}_0 \wedge \text{V}(\bar{w}_0))\)

Hence \((\text{BX}(\bar{w} = \bar{w}_0 \wedge \text{V}(\bar{w}_0)) \times (\bar{w} = \bar{w}_0 \wedge \text{V}(\bar{w}_0)))\)

By axiom 8 \((\exists \bar{w}_0 \text{BX}(\bar{w} = \bar{w}_0 \wedge \text{V}(\bar{w}_0))) \times (\exists \bar{w}_0 [\bar{w} = \bar{w}_0 \wedge \text{V}(\bar{w}_0)])\)

Since \(\exists \bar{w}_0 [\bar{w} = \bar{w}_0 \wedge \text{V}(\bar{w}_0)]\) and \(\vdash \text{U} \rightarrow \text{BX}(\text{V})\), we get that 
\(\langle U \rangle \times \langle V \rangle\) as required.

Proof of (ii):

Choose \(P(i) \equiv \text{BX}^{i+1}(\bar{w} = \bar{w}_0)\). It is straightforward to show that \(P(i)\) is expressible by a formula of \(L_{\bar{A}}\) and that \(P\) is true iff some \(P(i)\) is true.

Since \(P(0) = \text{BX}(\bar{w} = \bar{w}_0)\) and \(X^1 = \tau,(Q)\) we see that
\(\vdash \langle P(0) \rangle \tau,(U) \langle Q \rangle\) Finally we assume that \(\vdash \langle P(i) \rangle \tau,(Q)\) holds and show that \(\vdash \langle P(i+1) \rangle \tau,(Q)\) must hold also. Let \(U(\bar{w}, \bar{w}_0) = \text{BA}_2(\bar{w} = \bar{w}_0)\) = BA\(_2\)(Q), then \(\text{BA}_2(Q) = \exists \bar{w}_1 [Q \sigma \wedge T]\) where \(T = U(\bar{w}_1, \bar{w}_0)\) and \(\sigma = \frac{1}{\bar{w}_0}\), \(P(i+1) \wedge b = \text{BA}_1(\exists \bar{w}_1 [P(i) \sigma \wedge T])\), and

\(P(i+1) \wedge b \rightarrow (Q(i+1))\). From \(\text{BA}_2(Q) = \exists \bar{w}_1 [Q \sigma \wedge T]\) we get
\(\vdash \langle \exists \bar{w}_1 [Q \sigma \wedge T] \rangle \text{A}_2 \langle Q \rangle\). By induction we get \(\vdash \langle \exists \bar{w}_1 [Q \sigma \wedge T] \rangle \text{A}_2 \langle Q \rangle\). From \(P(i+1) \wedge b = \text{BA}_1(\exists \bar{w}_1 [P(i) \sigma \wedge T])\) we get \(\vdash \langle P(i+1) \wedge b \rangle \text{A}_1 \langle \exists \bar{w}_1 [P(i) \sigma \wedge T] \rangle\). By induction \(\vdash \langle P(i+1) \wedge b \rangle \text{A}_1 \langle \exists \bar{w}_1 [P(i) \sigma \wedge T] \rangle\). Thus by assumption we have \(\vdash \langle P(i) \rangle \tau,(Q)\); by axiom 9, \(\vdash \langle P(i) \sigma \rangle \tau,(Q)\); by axioms 6 and 7, \(\vdash \langle \exists \bar{w}_1 [P(i) \sigma \wedge T] \rangle \tau,(Q)\); by rule of consequence, \(\vdash \langle P(i+1) \wedge b \rangle \text{A}_1 \tau,(Q); \text{A}_2 \langle Q \rangle\); by rule for conditional, \(\vdash \langle P(i+1) \rangle (b \rightarrow A_1 \tau,(Q); \text{A}_2 \langle Q \rangle)\) or \(\vdash \langle P(i+1) \rangle \tau,(Q)\).
Chapter 5

PROGRAMMING LANGUAGE CONSTRUCTS FOR WHICH IT IS IMPOSSIBLE
TO OBTAIN GOOD HOARE-LIKE AXIOMS

5.1 Introduction

It is well known that Hoare-like deduction systems for establishing
partial correctness of programs may fail to be complete because of a) incompleteness of the assertion language relative to the underlying interpre-
tation and b) the inability of the assertion language to
express the invariants of loops. S. Cook [C75] has shown that if these
two sources of incompleteness are taken into account (i.e., by using an
"expressive" assertion language together with a complete proof system for
the assertion language) then sound, complete axiom systems for a fairly
large fragment of Algol may be devised.

We show that there are natural control mechanisms for which it is
impossible to obtain sound, complete sets of Hoare-like axioms even in this
special sense of Cook's. While such incompleteness is expected with data
structures (e.g. the integers, stacks, queues, etc.), it is new and somewhat
surprising that it should exist for control mechanisms. These results
suggest that such constructs will be difficult to prove correct and (one
might argue) should be avoided in the design of languages suitable for
program verification.

The first such programming language feature considered is recursive
procedures with procedure parameters in the presence of global variables
and static scope. This result is surprising since it holds even if we dis-
allow calls of the form Call P(...,P)\* and since it is possible to obtain

\*Calls of the form "Call P(...,P)" appear to be necessary if one wants
to directly simulate the lambda-calculus by passing procedure parameters.
a complete Hoare-like axiom system in the presence of static scope and
global variables if we either a) allow recursive procedures with variable
parameters (call by reference) but disallow procedure parameters or
b) allow procedure parameters but require that procedures be non-recursive.

Our discussion of b) appears to be the first explicit treatment of
how one can handle static scope and global variables by means of Hoare-like
axioms. Cook (C075) and Gorelick (G075) both discuss global variables but
the semantics of the programming language that they consider assumes
dynamic scope. Our proof that it is impossible to obtain a sound, complete
set of axioms for the full language (i.e., without restrictions such as
a) or b) uses a technique developed by Jones and Muchnick [J075] in which
a queue machine with undecidable halting problem is simulated in the runtime
stack.

The second feature that we consider is coroutines. If procedures are
not allowed to be recursive then there is a simple axiomatic method for
proving correctness of coroutines which can be shown to be complete. This
method is based on adding auxiliary variables which serve as program
counters see [O76]). If procedures are allowed to be recursive then it
is shown that no such simple method can give completeness. These observa-
tions generalize in a natural manner to languages with parallelism and
recursion.

Similar arguments are also applicable to a number of other programming
language features including (a) call by name with functions and global
variables, (b) pointer variables with retention, (c) pointer variables
with recursion, and (d) label variables with retention. All of the features
described above can be viewed as being too complicated for a simple
axiomatic description of the type advocated by Hoare [H071 and H073] and
thus, in some sense, inherently difficult to prove correct. A number of open problems are stated in section 5.9.

5.2 A Simple Programming Language and its Semantics.

As in [C074] we distinguish two logical systems involved in discussions of program correctness--the assertion language $L_A$ in which predicates describing a program's behavior are described and the expression language $L_E$ in which the right hand sides of assignment statements and the booleans of conditionals and while statements are specified. Both $L_A$ and $L_E$ are assumed to be first order languages with equality and $L_A$ is an extension of $L_E$. Thus, in particular, the variables of $L_E$ will be a proper subset of the variables of $L_A$. The variables of $L_E$ are called program identifiers (PROG_ID) and are assumed to be ordered by the positive integers. The variables of $L_A$ are called variable identifiers (VAR_ID). Let $\mathfrak{A}$ be an interpretation for $L_A$. Once $\mathfrak{A}$ has been specified, meanings may be assigned to the terms and formulas of $L_A(L_E)$ using the standard technique of first order model theory.

A state is a mapping from a finite subset of VAR_ID to $D$ where $D$ is the domain of the interpretation $\mathfrak{A}$. If $s$ is a state, $i$ a variable identifier, and $d$ an element of $D$, then $s[i+d]$ is the function with domain $\text{DOM}(s) \cup \{i\}$ which is given by

$$s[i+d](v) = \begin{cases} d & \text{if } v = i \\ s(v) & \text{if } v \neq i, \ v \in \text{VAR_ID} \end{cases}$$

Similarly, if $A \subseteq \text{DOM}(s)$, then $s|_A$ is the function with domain $A$ which is given by

\(^1\)Note that the definition of state given above is different from that used earlier in the paper.
\[ s \bigg|_A (v) = s(v) \quad \text{for} \quad v \in A \]

In particular \( \text{DEL}(s,i) \) is the function with domain \( \text{DOM}(s) - \{i\} \) given by

\[ \text{DEL}(s,i) = s \bigg|_{\text{DOM}(s) - \{i\}} \]

If \( P \) is a formula of the assertion language \( L_A \) with free variables \( x_1, x_2, \ldots, x_n \) then we will use the notation \( P(s) \) to mean \( P \ s(x_1), \ldots, s(x_n) \)

\[ \frac{x_1, \ldots, x_n}{x_1, \ldots, x_n} \]

An environment \( \pi \) is a mapping from a finite subset of \( \text{PROC\_ID} \) to \( \text{FORMAL\_PARAMETER\_LISTS} \times \text{STMTS} \). Informally \( \pi(q) = (\langle \bar{x}; \bar{p} \rangle, K) \) means that the procedure with name \( q \) has declaration "\( q: \text{proc} (\bar{x}; \bar{p}); K \) end" where \( \bar{x} \) are the formal variable parameters and \( \bar{p} \) are the formal procedure parameters. The notation \( s[q + (\langle \bar{x}; \bar{p} \rangle, K)] \) is defined in a manner similar to that given above for \( s[i + a] \) and should be self explanatory.

The meaning function \( M = M_A \) associates with a statement \( A \), state \( s \) and environment \( \pi \) a new state \( s' \). Intuitively \( s' \) is the state resulting if \( A \) is executed with initial state \( s \) and initial environment \( \pi \). The definition of \( M \) is given operationally in a rather non-standard manner which makes extensive use of renaming. This type of definition has the following two advantages:

a) It is very close to the original statement of the copy rule in the algol 60 report [NA63] -- thus there should be no question that we are using static scope.

b) It simplifies the proof of soundness and completeness for the Hoare-like axioms given in later sections. The definition of
\[ M[A](s)(\pi) \text{ is by cases on } A: \]

1. \[ A \text{ is "begin new } x; \text{ B end" } \rightarrow \text{DEL} (M \begin{Bmatrix} \text{begin } B \frac{x}{x} \text{ end} \end{Bmatrix}(s')(\pi), x) \]
   where \( i \) is the index of the first program identifier not appearing in \( A, \pi, \) or \( \text{DOM}(s) \) and \( s' = s[x^i + e_0], (e_0 \) is a special domain element which is used as the initial value of program identifiers.\)

2. \[ A \text{ is "begin } q: \text{ proc}(x:p); \text{ K end; } B \text{ end" } \rightarrow \text{M}[\text{begin } B \frac{q}{q} \text{ end}](s)(\pi') \]
   where \( i \) is the index of the first procedure identifier not occurring in \( A \) or \( \pi \) and \( \pi' = \pi[q^i + ((x:p), K \frac{q}{q})]. \) Note that we are assuming that the syntax of allowable programs has been restricted to require that procedures be declared before they are used.

3. \[ A \text{ is "begin } B_1; \text{ B}_2 \text{ end" } \rightarrow \text{M}[\text{begin } B_2 \text{ end}](M[B_1](s)(\pi))(\pi) \]

4. \[ A \text{ is "begin end" } \rightarrow s \]

5. \[ A \text{ is } "x := e" \rightarrow s' \text{ where } s' = s[x + \text{A}[e(s)]] \]

6. \[ A \text{ is } "b + A_1, A_2" \rightarrow \begin{cases} 
   M[A_1](s)(\pi) & \text{if } \text{A}(b(s)) = \text{true} \\
   M[A_2](s)(\pi) & \text{o.w.} 
\end{cases} \]

7. \[ A \text{ is } "b*A" \rightarrow \begin{cases} 
   s \text{ if } \text{A}(b(s)) = \text{true} \\
   s \text{ o.w.} 
\end{cases} \]

("b*A" is our short-hand notation for the statement "while \( b \) do \( A \)")

8. \[ A \text{ is } "\text{call } q(\bar{a}; \bar{p})" \rightarrow M[K \frac{\bar{a}}{\bar{x}} \frac{\bar{p}}{\bar{x}} \text{; } \pi](s)(\pi) \text{ where } \pi(q) = ((x:p), K). \]

Here \( \bar{a} \) is the list of actual variable parameters and \( \bar{p} \) is the list of actual procedure parameters. Note that the entries in \( a \) must be simple program identifiers.

If \( P \) is a formula of the assertion language \( L_A \) which has fresh variables \( x_1, x_2, \ldots, x_n \) then we identify \( P \) with the set of all those states \( s \) with domain \( \{x_1, x_2, \ldots, x_n\} \) such that if \( s(x_i) = c_i \) for \( 1 \leq i \leq n \) then \( x_1, \ldots, x_n \). By convention the predicate TRUE is identified
with the set containing the "empty" function \( s: \emptyset + D \), while the predicate FALSE is identified with the empty state set. Under these conventions note that the implication \( P \Rightarrow Q \) will be true with respect to \( a \) if

\[
\forall s \in P \Rightarrow s \mid_{\text{free}(Q)} \in Q
\]

where \( \text{free}(Q) \) is the set of program identifiers which are free in \( Q \).

We will be concerned with partial-correctness assertions of the form

\( \{P\} A \{Q\} /D \)

where \( A \) is a program statement, \( P, Q \) are formulas of \( L_A \) and \( D \) is a set of procedure declarations.

5.2.1 Definition:

We say that \( \{P\} A \{Q\} /D \) is true with respect to \( a \) iff

\[
\forall s, s' \in P \land M[A](s)(\pi) = s' \Rightarrow s' \mid_{\text{free}(Q)} \in Q
\]

where \( \pi \) is the environment corresponding to \( D \), i.e. \( \pi(q) = (\overline{x}:\overline{p}), K \) iff "q: proc \((\overline{x}:\overline{p}); \ K\) end" \( \in D \).

This is the usual definition of partial correctness. If \( \{P\} A \{Q\} /D \) is true with respect to \( a \), we will write \( a \models \{P\} A \{Q\} /D \). Note that in order for \( a \models \{P\} A \{Q\} /D \) we are implicitly requiring that free \((Q) \subseteq \text{free}(P) \). The program identifiers which are global to \( A \) or to some procedure in \( D \) must also comprise a subset of free \((P) \).

5.2.2 Definition:

We say that \( L_A \) is expressive with respect to \( L_E \) and \( a \) iff for all \( A, Q, \pi \) there is a formula of \( L_A \) which expresses \( R[A](\pi)(Q) \)
(i.e. \( F[A] (\pi)(Q) \) where
\[
R[A] (\pi)(Q) = \{ s \mid \text{DOM}(s) \text{ consists of those variables which are free in } Q \text{ or global to } A \text{ or some procedure in } \pi \text{ and } M[A] (s)(\pi) \uparrow \text{ or } M[A] (s)(\pi) \mid_{\text{free}(Q)} \in Q \}
\]
and
\[
F[A] (\pi)(Q) = \{ M[A] (\pi)(s) \mid s \in Q \}.
\]

5.2.3 Proposition:

Suppose that \( L_A \) is expressive relative to \( L_E \) and \( a \), let \( \pi \) be the environment corresponding to \( D \), then

(a) \( F[A] \{ R[A] (\pi)(Q) \} A \{ Q \}/D \)

(b) \( F[A] \{ P \} A \{ Q \}/D \Rightarrow F[A] P \Rightarrow R[A] (\pi)(Q) \)

Proof:

(a) \( s \in R[A] (\pi)(Q) \text{ and } M[A] (s)(\pi) = s' \implies s' \mid_{\text{free}(Q)} \in Q. \)

(b) \( (\Rightarrow) \text{ Suppose that } \{ P \} A \{ Q \}/D \text{ is true, then } s \in P \text{ implies that } \)
\[
\text{either } M[A] (s)(\pi) \uparrow \text{ or } M[A] (s)(\pi) \mid_{\text{free}(Q)} \in Q. \text{ Hence } s \in P \implies s' \mid_{\text{free}(R[A] (\pi)(Q))} \in R[A] (\pi)(Q). \]

Thus \( F[A] P \Rightarrow R[A] (\pi)(Q) \).

\( (\Leftarrow) \text{ Suppose that } s \in P \text{ implies } s' \mid_{\text{free}(R[A] (\pi)(Q))} \in R[A] (\pi)(Q). \)

Thus if \( s \in P \) and \( s' = M[A] (s)(\pi) \text{ then } s' \mid_{\text{free}(Q)} \in Q. \)

Thus, we see that \( R[A] (\pi)(Q) \) is the \textbf{weakest precondition} corresponding to \( A, \pi, \) and \( Q \). Similarly, we may prove that \( F[A] (\pi)(Q) \) is the \textbf{strongest post condition} corresponding to \( A, \pi, \) and \( Q \). Note that it is relatively easy to come up with examples of situations in which the assertion
language $L_A$ is not expressive with respect to the expression language $L_E$ and $A$. Cook [C075] gives the example in which the assertion language $L_A$ and the expression language are both the language of Presburger Arithmetic. Mitchell Wand [WA75] gives a different example of the same phenomenon.

Fortunately, more realistic choices for $L_A$, $L_E$, and $A$ do give expressibility. If $L_A$ and $L_E$ are both the full language of number theory, and $A$ is an interpretation in which the symbols of number theory receive their usual meanings, then $L_A$ is expressive with respect to $L_E$ and $A$. Also, if the domain of $A$ is finite, then we have expressibility.

5.2.4 Proposition:

If $L_A$, $L_E$ are first order languages with equality and the domain of $A$ is a finite set, then $L_A$ will be expressive with respect to $L_E$ and $A$.

Proof: Let $D$ be the domain of $A$ and suppose that $|D| < \infty$. Let $A$, $Q$, and $\pi$ be given. Suppose that $x_1, \ldots, x_n$ are the variables which occur free in $A$, $Q$, $\pi$. Because of the finiteness of $D$ there are only finitely many (say $m$) $n$-tuples $\langle a_1^j, \ldots, a_n^j \rangle$ such that if we define $s_j(x_i) = a_i^j$ then either $M[A](s_j(\pi))^\uparrow$ or $M[A](s_j(\pi)) \notin \text{free}(Q)$.

Let $R = \bigvee_{1 \leq j \leq m} x_1 = a_1^j \land x_2 = a_2^j \land \ldots \land x_n = a_n^j$, then it is not difficult to show that $R$ expresses $R[A](\pi)(Q)$.

5.3. Hoare-like Axioms for Static Scope, Global Variables, etc.

In this section we give a deductive system for handling
(a) static scope, (b) global variables, and (c) nonrecursive procedures with procedure parameters which is both sound and (in the sense of Cook) complete.

\[(H1) \ 
\{U \wedge x^i = e_0 \} \begin{array}{c} \text{begin} \\ x^i \\ \text{end} \end{array} \{V\}/D \\
\{U\} \begin{array}{c} \text{begin} \\ \text{new} x; \ A \end{array} \{V\}/D \\
\] where \( i \) is the index of the first program identifier not appearing in \( A, D, \) or \( P. \)

\[(H2) \ 
\{U\} \begin{array}{c} \text{begin} \\ A \end{array} \{q^i \} \{V\}/D [U] \{q^i \} \begin{array}{c} \text{proc} \ (\bar{z};\bar{p};) \end{array} \{K \} \{q^i \} \text{end} \{V\}/D \]

\[\{U\} \begin{array}{c} \text{begin} \\ q \end{array} \{\text{proc} \ (\bar{z};\bar{p};) \} \{K \} \{q^i \} \text{end} ; \ A; \{V\} \{D \}
\]

where \( i \) is the index of the first procedure identifier not appearing in \( K, A, \) or \( D. \)

\[(H3) \ 
\{U\} \ A \{V\}/D_1 \ 
\{U\} \ A \{V\}/D_2 \]

provided that \( D_1 \subseteq D_2 \) and \( D_2 \) does not contain the declarations of two different procedures with the same name.

\[(H4) \ 
\{U\} \ A \{V\}/D \ 
\{U\} \begin{array}{c} \text{begin} \\ A \end{array} \{V\}/D \ 
\]

\[(b) \ 
\{U\} \ A_1 \{V\}/D, \{V\} \begin{array}{c} \text{begin} \\ A_2 \end{array} \{W\} \{D \}
\]

\[(H5) - (H8) \ 
Usual axioms for assignment, conditional, while, and consequence (see [H071]). Note of course that each of these axioms must be modified to make explicit the set \( D \) of procedure declarations.

\[(H9) \ 
\{U\} \begin{array}{c} \text{call} \ (a;\bar{p};) \end{array} \{V\}/D \{U\} \{h: \text{proc} \ (\bar{x};\bar{p};) \end{array} \{K \}
\]

provided that \( D \) does not already contain a procedure declaration "\( h: \ (\bar{x};\bar{p};') \; K \) end" different from "\( h: \text{proc} \ (\bar{x};\bar{p};) \; K \) end".
Note that axiom H9 is extremely simple; it merely states that if we can prove the body of the procedure correct when we substitute the actual parameters for the formal parameters then we may conclude that the procedure call is correct. We illustrate how these axioms may be used to handle static scope by considering a simple example involving nonrecursive procedures with procedure parameters.

Example. \{true\}

\begin{verbatim}
begin
  h: proc(:p); begin new x; x := 1; call p(z); end
  f: proc( );
    begin new x;
      g: proc(y); y := x; end
      x := 2;
      call h(g);
    end;
  end;
  z := 3;
call f( );
end;
\{z = 2\}/\phi
\end{verbatim}

The reader should verify that this precondition -- post condition assertion is correct with respect to the semantics given in section 2 (static scope).

Note also that if dynamic scope is used, the correct post condition is \(z = 1\).

Proof:

(1) \(\{x' = 2\} z := x' \{z = 2\}/\phi\)  \(H9, H4a\)

(2) \(\{x' = 2\} \text{begin call } g'(z) \text{ end } \{z = 2\}/\{g': \text{proc}(y); y := x'; \text{end}\)
(3) \( \{x' = 2 \land x'' = e_0\} \) begin \( x'' := 1 \); call \( g'(z) \); end \( \{z = 2\}/ \)
\( \{g: \text{proc}; \ldots x'' \ldots \text{end} \} \) H5, H4b

(4) \( \{x' = 2\} \) begin new x x := 1; call \( g'(z) \); end \( \{z = 2\}/ \)
\( \{g: \text{proc}; \ldots x' \ldots \text{end} \} \) H1

(5) \( \{x' = 2\} \) call \( h(:g) \) \( \{z = 2\}/ \)
\( \{g: \text{proc}; \ldots x' \ldots \text{end}, h: \text{proc}; \ldots \text{end} \} \) H9

(6) \( \{x' = e_0\} \) begin \( x' := 2 \); call \( H(:g) \) end \( \{z = 2\}/ \)
\( \{g: \text{proc}; \ldots x' \ldots \text{end}, h: \text{proc}; \ldots \text{end} \} \) H5, H4a, b

(7) \( \{x' = e_0\} \) begin
\( g: \text{proc}(y); y := x'; \text{end}; \)
\( x' := 2; \)
call \( h(:g); \)
end;
\( \{z = 2\} \) / \{h: \text{proc}; \ldots \text{end} \}

(8) \{true\} begin
new x;
\( g: \text{proc}(y); y := x; \text{end}; \)
\( x := 2; \)
call \( h(:g); \)
end;
\( \{z = 2\} \) / \{h: \text{proc}; \ldots \text{end} \}

(9) \{true\} call \( f(\ ) \) \( \{z = 2\}/ \)
\( \{h: \text{proc}; \ldots \text{end}, f: \text{proc}; \ldots \text{end} \} \) H8

(10) \{true\} begin \( z := 3 \); call \( f(\ ); \text{end}; \)
\( \{h: \text{proc}; \ldots \text{end}, f: \text{proc}; \ldots \text{end} \} \) H5, H4a, b

(11) \{true\} begin
\( h: \text{proc } (:P); \ldots \text{end}; \)
\( f: \text{proc } (\ ); \ldots \text{end}; \)
\[ z := 3; \]
\[ \text{call } f(\ ); \]
\[ \text{end;} \]
\[ \{z = 3\}/\phi \]

This completes the proof. In the next section we will show that axioms H1 - H8 above are sound and, in a certain sense, complete.

5.4 Soundness and Completeness

Consider the programming language described in section 5.2 with the restriction that procedures be nonrecursive. (Thus we are allowing (a) static scope, (b) global variables, and (c) nonrecursive procedures with procedure parameters.)

Theorem: 5.4.1

For all \( L_A, L_E, \) and \( A \) if (a) \( T \) is a complete proof system for \( L_A \) relative to \( A \) and if (b) \( L_A \) is expressive relative to \( L_E \) and \( A \), then for all partial correctness assertions of the form \( \{P\} A \{Q\}/D \) we have

\[ \vdash_A \{P\} A \{Q\}/D \Rightarrow \vdash_{H,T} \{P\} A \{Q\}/D \]

Proof: The proof will be divided into two parts. In the first part we prove soundness i.e. if \( \vdash_{H,T} \{P\} A \{Q\}/D \) then \( \vdash_A \{P\} A \{Q\}/D \). In the second part we prove completeness i.e. if \( \vdash_A \{P\} A \{Q\}/D \) then \( \vdash_{H,T} \{P\} A \{Q\}/D \).

Soundness: We must show that for each of the rules of inference \( H1-H9 \) that if all of the hypothesis of the rule are true (with respect to \( A \)) then the conclusion will be true also. Here we examine \( H1, H2, \) and
H9 -- the remaining ones are left to the reader.

First H1. Assume that \( \{U \land x^1 = e_0 \} \) begin \( A \frac{x^1}{x} \) end \( \{V\}/D \) is true with respect to \( A \). Let \( \pi \) be the environment corresponding to D. Thus by the definition of partial correctness we have

\[
V \ s, s' [s \in (U \land x^1 = e_0) \land s' = M[\begin{array}{c} A \frac{x^1}{x} \end{array}] (s)(\pi) \Rightarrow s' \big|_{\text{free}(V)} \in V]
\]

Since \( x^1 \) does not occur free in \( V \), if we let \( s'' = \text{DEL}(s', x^1) \)

then \( s' \big|_{\text{free}(V)} \in V \) iff \( s'' \big|_{\text{free}(V)} \in V \).

Thus

\[
V \ s, s'' [s \in (U \land x^1 = e_0) \land s'' = \text{DEL}(M[\begin{array}{c} A \frac{x^1}{x} \end{array}] (s)(\pi), x^1)]
\]

\[
\Rightarrow s'' \big|_{\text{free}(V)} \in V
\]

Let \( s^* = \text{DEL}(s, x^1). \) Then

\[
M[\begin{array}{c} \text{new new } x; A \end{array}] (s^*)(\pi) = \text{DEL}(M[\begin{array}{c} A \frac{x^1}{x} \end{array}] (s)(\pi), x^1)
\]

Hence it follows that

\[
V \ s^*, s''[s^* \in U \land s'' = M[\begin{array}{c} \text{new new } x; A \end{array}] (s^*)(\pi) \Rightarrow s'' \big|_{\text{free}(V)} \in V]
\]

or \( \models \{U\} \begin{array}{c} \text{begin new } x; A \end{array} \) end \( \{V\}/D \).

Next we consider H2. Assume that

\[
\models \{U\} \begin{array}{c} \text{begin } A \frac{q^i}{q} \end{array} \) end \( \{V\}/D \ U \{q^i: \text{proc}(\bar{x}; \bar{p}); K \frac{q^j}{q} \end{array} \) end\}
\]

is true with respect to \( A \). Let \( \pi \) be the environment corresponding to D and let \( \pi' = \pi[q^i \leftarrow \langle(\bar{x}; \bar{p}) \rangle K, \frac{q^j}{q}] \).

By the definition of partial correctness

\[
V \ s, s' [s \in U \land s' = M[\begin{array}{c} A \frac{q^i}{q} \end{array}] (s)(\pi') \Rightarrow s' \big|_{\text{free}(V)} \in V]
\]

But \( M[\begin{array}{c} \text{begin } q: \text{proc}(\bar{x}; \bar{p}); K \end{array}] (s)(\pi) = M[\begin{array}{c} A \frac{q^i}{q} \end{array}] (s)(\pi') \)
Thus

\[ \forall s, s' \in U \land s' = M[\text{begin } q : \text{proc } (\bar{x} : \bar{p}) ; \ K \text{ end} ; \ A \text{ end}] \ (s)(\pi) \implies s' \bigg|_{\text{free}(V)} \in V \]

or

\[ \text{F} \{ U \} \begin{array}{l} \text{begin } q : \text{proc } (\bar{x} : \bar{p}) ; \ K \text{ end} ; \ A \text{ end} \end{array} \{ V \} / D \text{ as required.} \]

Finally we consider H9. Assume that \{ U \} K \frac{\bar{a} \bar{p}}{\bar{x} \bar{p}} \{ V \} / D which includes \( P \) is true in \( A \). Let \( \pi \) be the environment map corresponding to \( D \) then we have by the definition of partial correctness that

\[ \forall s, s' \in U \land s' = M[ \text{K } \frac{\bar{a} \bar{p}}{\bar{x} \bar{p}} ] \ (s)(\pi) \implies s' \bigg|_{\text{free}(V)} \in V \]

But \( M[\text{call } q(\bar{a} \bar{p})](s)(\pi') = M[\text{K } \frac{\bar{a} \bar{p}}{\bar{x} \bar{p}} ] \ (s)(\pi') \)

where \( \pi' = \pi + \langle (\bar{x} : \bar{p}), K \rangle \). Since recursion has been disallowed, we have

\[ M[\text{K } \frac{\bar{a} \bar{p}}{\bar{x} \bar{p}} ] \ (s)(\pi') = M[\text{K } \frac{\bar{a} \bar{p}}{\bar{x} \bar{p}} ] \ (s)(\pi) \]

thus

\[ M[\text{call } q(\bar{a} \bar{p})](s)(\pi') = M[\text{K } \frac{\bar{a} \bar{p}}{\bar{x} \bar{p}} ] \ (s)(\pi) \]

It follows that

\[ \forall s, s' \in U \land s' = M[\text{call } q(\bar{a} \bar{p})](s)(\pi) \implies s' \bigg|_{\text{free}(V)} \in V \]

or that \( \text{F} \{ U \} \begin{array}{l} \text{call } q(\bar{a} \bar{p}) \{ V \} / D U \end{array} \{ q : \text{proc } (\bar{x} : \bar{p}) ; \ K \text{ end} \} \)

which is the desired conclusion. The other cases H3-H8 are similar to the ones considered above.

Completeness: We show that if \( T \) is a complete proof system for \( L_A \).
relative to \( \mathfrak{a} \) and if \( L_A \) is expressive relative to \( L_E \) and \( \mathfrak{a} \), then for all partial correctness assertions of the form \( \{U\} A \{V\}/D \).

\[ F_{\mathfrak{a}}^{\{U\} A \{V\}/D} \implies I_{H,T}^{\{U\} A \{V\}/D} \]

The proof will be by induction on the structure of \( A \). We will show that \( I_{H,T}^{\{U\} A \{V\}/D} \) if \( A \) is an atomic statement of the programming language (e.g. an assignment statement). We will also show that if \( A \) is a composite statement (e.g. "begin new \( x \); \( B \) end" or "while \( b \) do \( A' \)"), then to establish \( \{U\} A \{V\}/D \) it is sufficient to first establish \( \{U'\} A' \{V'\}/D \) where \( A' \) is either shorter than \( A \) or involves fewer procedure calls.

Case(1): Suppose that \( A \) is "begin new \( x \); \( B \) end" and that \( \{U\} \)

begin new \( x \); \( B \) end \( \{V\}/D \) is true with respect to \( \mathfrak{a} \).

Then by the definition of partial correctness

\[ \forall s, s' : [s \in U \land s' = M[\text{begin new } s; \text{ end}] (s)(\pi) \implies s' \mid_{\text{free}(V)} \in V] \]

where \( \pi \) is the environment corresponding to \( D \). But

\[ M[\text{begin new } x; \text{ end}] (s)(\pi) = \text{DEL}(M[\text{begin } x \frac{\hat{x}_i}{x} \text{ end}] (s^*)(\pi), x^i) \]

where \( i \) is the index of the first program identifier not appearing in \( A, \pi \), or \( \text{DOM}(s) \) and \( s^* = s[x^i = e_0] \). Since \( x^i \) does not occur free in \( U \) or \( V \), we have

(a) if \( s^* = s[x^i = e_0] \) then \( s \in U \iff s^* \in U \land x^i = e_0 \), and

(b) if \( s' = \text{DEL}(s'', x^i) \) then \( s' \mid_{\text{free}(V)} \in V \iff s'' \mid_{\text{free}(V)} \in V. \)

It follows that if \( i \) is the index of the first program identifier not appearing free in \( A, D, \) or \( \text{free}(U) \) then

\[ \forall s^*, s'' : [s^* \in (U \land x^i = e_0) \land s'' = M[\text{begin } x^i \frac{\hat{x}_i}{x} \text{ end}] (s^*)(\pi) \]

\[ \implies s'' \mid_{\text{free}(V)} \in V] \]
Applying the definition of partial correctness again we have that
\( \{ U \land x^i = e_0 \} \text{ begin } B \frac{x^i}{x} \text{ end } \{ V \} / D. \)

Since "\text{begin } B \frac{x^i}{x} \text{ end}" is strictly shorter than "\text{begin new } x; B \text{ end}" , we have by the induction hypothesis that \( \vdash_{H,T} \{ U \land x^i = e_0 \} \text{ begin } B \frac{x^i}{x} \text{ end } \{ V \} / D. \)

Using the fact that \( i \) is the index of the first program identifier not appearing in \( A, D, \) or \( U, \) we may use \( H1 \) to conclude \( \vdash_{H,T} \{ U \} A \{ V \} / D \) as required.

**Case (2):** Suppose that \( A \) is "\text{begin } q; \text{proc } (\bar{x};p); K \text{ end}; B \text{ end}\" and that \( \{ U \} \text{ begin } q; \text{proc } (\bar{x};p); K \text{ end}; B \text{ end } \{ V \} / D \) is true with respect to \( \bar{a}. \) By the definition of partial correctness

\[
V s, s'[s \in U \land s' = M[\text{begin } q; \text{proc } (\bar{x};p); K \text{ end}; B \text{ end}] (s)(\pi) \implies s'[s' \in V, \text{free}(V)]
\]

where \( \pi \) is the environment corresponding to \( D. \) But \( M[\text{begin } q; \text{proc } (\bar{x};p); K \text{ end}; B \text{ end}] (s)(\pi) = M[\text{begin } B \frac{q^i}{q} \text{ end}] (s)(\pi') \) where \( i \) is the index of the first procedure identifier not occurring in \( A \) or \( \pi \) and \( \pi' = \pi[q^i + \langle (\bar{x};p), K \frac{q^i}{q} \rangle] \)

thus

\[
V s, s'[s \in U \land s' = M[\text{begin } B \frac{q^i}{q} \text{ end}] (s)(\pi') \implies s'[s' \in V, \text{free}(V)]
\]

If we let \( D' \) be \( D \cup \{ q^i; \text{proc } (\bar{x};p); K \frac{q^i}{q} \text{ end} \} \) then \( \pi' \) is the environment corresponding to \( D' \) and by another application of the definition of partial correctness, \( \vdash_{\bar{a}} \{ U \} \text{ begin } B \frac{q^i}{q} \text{ end } \{ V \} / D'. \)

Since "\text{begin } B \frac{q^i}{q} \text{ end}" is strictly shorter than "\text{begin } q; \text{proc } (\bar{x};p); K \text{ end}; B \text{ end}" we conclude that \( \vdash_{H,T} \{ U \} \text{ begin } B \frac{q^i}{q} \text{ end } \{ V \} / D. \)

It follows by axiom \( H2 \) that \( \vdash_{H,T} \{ U \} A \{ V \} / D \) also.

**Case (3):** Suppose that \( A \) is "\( b^kA_1 \)" and that \( \{ U \} b^kA_1 \{ V \} / D \) is
true with respect to $\mathfrak{a}$. Since the assertion language $L_A$ is expressive with respect to $L_E$ and $\mathfrak{a}$, we know that there is a formula in $L_A$ which represents $R[b^\mathfrak{a}A_1](\pi)(V)$ where $\pi$ is the environment corresponding to $D$. The reader may verify that each of the following assertions is correct.

(i) $\not\Gamma_{\mathfrak{a}} U \vdash \not\Gamma_{\mathfrak{a}} R[b^\mathfrak{a}A_1](\pi)(V)$ and hence $\not\Gamma_T U \vdash R[b^\mathfrak{a}A_1](\pi)(V)$ since $T$ is assumed to be a complete proof system for $L_A$.

(ii) $\not\Gamma_{\mathfrak{a}} [R[b^\mathfrak{a}A_1](\pi)(V) \land b] A_1 \vdash [R[b^\mathfrak{a}A_1](\pi)(V)]/D$ -- so $\not\Gamma_{H,T} [R[b^\mathfrak{a}A_1](\pi)(V)/D]$ follows by the induction hypothesis since $A_1$ is shorter than $b^\mathfrak{a}A_1$.

(iii) $\not\Gamma_{\mathfrak{a}} [R[b^\mathfrak{a}A_1](\pi)(V) \land \neg b \lor V]$ and hence $\not\Gamma_{H,T} R[b^\mathfrak{a}A_1](\pi)(V) \land \neg b \lor V$ since $T$ is a complete proof system for $L_A$.

The desired result $\not\Gamma_{H,T} \{U\} A \{V\}/D$ follows by and application of the while axiom and the rule of consequence.

Case (4): Suppose that $A$ is "call $q(\tilde{a}:\tilde{P})$", that $\{U\}$ call $q(\tilde{a}:\tilde{P})$

$\{V\}/D$ is true with respect to $\mathfrak{a}$, that $\pi$ is the environment corresponding to $D$, and that $\pi(q) = ((\tilde{x}:\tilde{p}), K)$. By the definition of partial correctness:

$v \ s, s'[s \in U \land s' = M[\text{call} \ q(\tilde{a}:\tilde{P})](s)(\pi) \Rightarrow s'] \ | \ free(V)$

But $M[\text{call} \ q(\tilde{a}:\tilde{P})](s)(\pi) = M[K \frac{\tilde{a}}{\tilde{P}} \ x \ \tilde{p}](s)(\pi)$

Hence

$v \ s, s'[s \in U \land s' = M[K \frac{\tilde{a}}{\tilde{P}} \ x \ \tilde{p}](s)(\pi) \Rightarrow s'] \ | \ free(V)$

and we have

$\Gamma_{\mathfrak{a}} \{U\} K \frac{\tilde{a}}{\tilde{P}} \ x \ \tilde{p} \{V\}/D$. Since recursion is not allowed, $K \frac{\tilde{a}}{\tilde{P}} \ x \ \tilde{p}$ does not involve the procedure $q$. Thus by the inductive assumption

$\not\Gamma_{H,T} \{U\} K \frac{\tilde{a}}{\tilde{P}} \ x \ \tilde{p} \{V\}/D$. 
By axiom H9 we get

\[ \vdash_{H,T} \{P\} \text{ call } q(\overline{a}; \overline{P}) \{Q\}/D \cup \{q: \text{ proc}(\overline{x}; \overline{p}); \ K \ \text{end}\} \]

Since "Q: proc(x;p); K end" \( \in \ D \), we get the desired result that

\[ \vdash_{H,T} \{P\} \text{ call } q(\overline{a}; \overline{P})\{Q\}/D. \]

Cases 5-8 correspond to \( A \) being one of

a) "begin \( B; B'_1 \) end"

b) "begin end"

c) "x := e"

d) "b \rightarrow A_1, A_2"

Since these cases are handled in a manner similar to that used in cases 1-4, they will be left to the interested reader. This completes the proof of theorem 1.

If we disallow procedure parameters, then it is possible to obtain a complete set of Hoare-like axioms even if the procedures may be recursive. The axioms given in Gurellick [GO75] can be used almost verbatim in spite of the static scope requirement. We replace H9 by axioms R1 - R5 below.

\[ \vdash_{R} \{P\} \text{ call } r(\overline{a}) \{Q\}/D \leftarrow \{P\} K(r) \{Q\}/D, \ r \ \text{a dummy procedure name} \]

\[ \{P\} \text{ call } q(\overline{a}) \{Q\}/D \cup \{q: \text{ proc}(\overline{x}); \ K(q); \ \text{end}\} \]

provided that \( D \) does not contain a procedure "q: proc(\overline{x}); K end" which is different from "q: proc(\overline{x}); K(q) end".

\[ \text{S.42 Definition:} \]

Let the procedure \( q \) have declaration "q: proc(\overline{x}); K end."
A variable \( y \) is active with respect to "call \( q(\bar{a}) \)" if \( y \) is either global to \( K \) or \( y \) is in \( \bar{a} \) (i.e. is an actual parameter of the call).

If \( y \) is not active with respect to "call \( q(\bar{a}) \)", then \( y \) is said to be inactive (with respect to that particular call). Similarly, a term of the assertion language \( L_A \) is inactive if it contains only inactive variables.

A substitution \( \sigma \) is admissible with respect to "call \( q(\bar{a}) \)" provided that it is a substitution of inactive terms for inactive variables.

\[
\begin{align*}
\text{R2) } & \quad \frac{P}{\{P\} \text{ call } q(\bar{a}) \{Q\}/D} \quad \text{provided } \sigma \text{ is admissible with respect to "call } q(\bar{a})"
\end{align*}
\]

\[
\begin{align*}
\text{R3) } & \quad \frac{\exists u_0 P(u_0)}{\{P(u_0)\} \text{ call } q(\bar{a})\{Q(u_0)\}/D} \quad \text{provided that } u_0 \text{ is inactive in "call } q(\bar{a})"
\end{align*}
\]

(Rule R3 above is not absolutely necessary but its inclusion simplifies the proof of completeness.)

\[
\begin{align*}
\text{R4) } & \quad \frac{P}{\{P\} \text{ call } q(a) \{Q\}/D} \quad \text{provided that no variables which occur free in } T \text{ are active in "call } q(\bar{a})".
\end{align*}
\]

\[
\begin{align*}
\text{R5) } & \quad \frac{\exists \bar{x}}{\{P\} \text{ call } q(\bar{x}) \{Q\}/D} \quad \text{provided that no variable free in } P \text{ or } Q \text{ occurs in } \bar{a} \text{ but not in the corresponding position of } \bar{x}. \quad (\bar{x} \text{ is the list of formal parameters of } q).
\end{align*}
\]

Theorem 5.4.3:

Let \( H' \) be the set of axioms \( H_1-H_8 \) together with axioms \( R_1 - R_5 \). Restrict the programming language of section 5.2 so that procedure parameters are disallowed. For all \( L_A \), \( L_E \) and \( \mathfrak{a} \), if (a) \( T \) is a complete proof system for \( L_A \) relative to \( \mathfrak{a} \) and (b) \( L_A \) is expressive relative to \( L_E \) and \( \mathfrak{a} \), then for all partial correctness assertions of
the form

\[ \text{\{P\} A \{Q\}/D, \text{ we have} } \]

\[ \text{\{P\} A \{Q\}/D} \xrightarrow{H,T} \text{\{P\} A \{Q\}/D} \]

The proof of theorem 5.2 involves modifying the argument of [GO75] to apply to static scope. Since static scope may be handled by the techniques described earlier in this section, the proof will be omitted.

5.5 Recursive Procedures with Procedure Parameters

In this section we prove that there cannot be a sound, complete set of Hoare-like axioms for a programming language with (a) global variables, (b) static scope, and (c) recursive procedures with procedure parameters (sound and complete in the sense of section 3. The effect of stronger notion of expressibility, etc. will be discussed later.) To make the theorem stronger, we disallow calls of the form Call P(\ldots P) i.e. we require that actual procedure parameters be names of procedures with no procedure formal parameters. Calls of the form Call P(\ldots, P) appear to be necessary in order to directly simulate the lambda calculus by parameter passing.

Main Lemma 5.5.1:

Consider a programming language allowing recursive procedures with procedure parameters (assuming static scope and allowing global variables) then the halting problem for such a language is undecidable even under a finite interpretation \( \mathfrak{a} \).

The proof of the lemma uses techniques developed by Jones and Muchnick [J075]. Before we outline the proof note that the lemma is of true for flowchart schemes or while schemes since in each of these cases if \( |\mathfrak{a}| < \infty \) the program may be viewed as a finite state machine, and we may test for termination (at least theoretically) by watching the execution
sequence of the program to see if any program state is repeated. In the case of recursion one might expect that the program could be viewed as a type of push down automaton (for which the halting problem is decidable). This is not the case if we allow procedures as parameters. The Algol 60 execution rule, which says that procedure calls are elaborated in the environment of the procedure's declaration rather than in the environment of the procedure call, allows the program to access values normally buried in the runtime stack without first "popping the top" of the stack.

As in Jones and Muchnick [J075] we show that it is possible to simulate a queue machine which has three types of instruction a) Enqueue $x$ -- add the value of $x$ to the rear of the queue, b) Dequeue $x$ -- remove the front entry from the queue and place in $x$, and c) If $x = y$ then $L_1$ else $L_2$ -- conditional branch.

(By using procedures with procedure parameters instead of call by name as in Jones and Muchnick, we are able to avoid introducing any non Algol 60 constructs.)

Suppose that the Queue machine program to be simulated is given by

$$P = l_1 : I_1 ; \ldots ; k : I_k$$

then the simulation program (in the language of section 5.2) has the form

Begin

new $I$, Dummy, $X_1, \ldots X_n$;

diverge: proc; while true do null: end diverge;

sim: proc($I$; back);
Begin new top;

up: proc(end_of_queue, next_to_last:);

Begin
If top < 0
then begin
    end_of_queue := top;
    next_to_last := I;
end;
else begin
    call back(end_of_queue, next_to_last);
    If next_to_last=1
then begin
    top := -top;
    next_to_last:=0;
end;
end;
end up;
If I=1 then "I_1" else
If I=2 then "I_2" else
    If I=K then "I_K" else null;
end;
sim; I:=I;
call sim(I: diverge);
end;

where "I_j" is described by the three cases below.

(A) If I_j is "j:enqueue A;" then replace by:
begin
    If I=1 then top := -A; else top := A;
    I := I+1;
    Call sim(I: up);
return;
end;

(B) If $I_j$ is "j:dequeue x" then replace by
begin
    call back (x: dummy);
    x := -x;
    I := I+1;
end;

(C) If $I_j$ is "If $x_p = x_m$ then go to n" then replace by
begin
    If $x_p = x_m$
    then I := n else I := I+1;
end;

Note that I must have range of values $1 \leq I \leq K+1$. If $|A| < K + 1$
then it is necessary to represent I by $I_1, I_2, \ldots I_d$ when $I_1, I_2, \ldots I_d$
is the binary representation of I. This also eliminates the need for
the arithmetic operation $I = I+1$. The variables $x_1, \ldots x_n$ represent the
program variables of the program P which is being simulated.

Now we return to the proof of the main theorem of this section.

Suppose that we had a sound, complete Hoare-like proof system $H$ for
programs of the type described at the beginning of this section. Then for
all $L_A$, $L_E$, and $A$, if

1) $T$ is a complete proof system for $L_A$, and $A$ and

2) $L_A$ is expressive relative to $L_E$ and $A$, then we should have

$\forall_a (P) A (Q)/ \phi \Rightarrow \Gamma_{H,T} (P) A (Q)/ \phi$
We show that this leads to a contradiction. Choose \( a \) to be a finite interpretation with \(|a| \geq 2\).

First observe that \( T \) may be chosen in a particularly simple manner; in fact, there is a decision procedure for truth of formulas in \( L_A \) relative to \( a \). Secondly note that \( L_A \) is expressive relative to \( L_E \) and \( a \). This was shown by proposition 5.2.4 of section 2 since \( a \) is finite. Thus both hypothesis 1) and 2) are satisfied. From the definition of partial correctness, we see that \( \{ \text{true} \} A \{ \text{false} \} / \phi \) iff \( A \) diverges for the initial values of its global variables. By the main lemma above, we conclude that the set of program \( A \) such that \( A \{ \text{true} \} A \{ \text{false} \} / \phi \) holds is not r.e. On the other hand if we had \( A \{ \text{true} \} A \{ \text{false} \} / \phi \leftrightarrow A \{ \text{false} \} / \phi \)

Then we could enumerate those programs \( A \) such that \( A \{ \text{true} \} A \{ \text{false} \} / \phi \) holds (simply enumerate all possible proofs and use the decision procedure for \( T \) to check applications of the rule of consequence). This, however, is a contradiction.

5.6 Coroutines

A coroutine will have the form:

```
coroutine; Q_1; Q_2; end
```

\( Q_1 \) is the main-routine; execution begins in \( Q_1 \) and also terminates in \( Q_1 \) (the requirement that execution terminate in \( Q_1 \) is not necessary but simplifies the axiom for coroutines). Otherwise \( Q_1 \) and \( Q_2 \) behave in identical manners. If an "exit" statement is encountered in \( Q_1 \), the next statement to be executed will be the statement following the last "resume" statement executed in \( Q_2 \). Similarly, the execution of a "resume" statement in \( Q_2 \) causes execution to be restarted following the last exit statement executed in \( Q_1 \). If the "exit" ("resume") statement occurs within
a call on a recursive procedure then execution must be restarted in the correct activation of the procedure. A simple example of coroutines is given below:

```text
begin
  coroutine;
  begin
    while x-y < z do
      x := x+2
      y := y+2
      exit;
    end;
  end;
begin
  while true do
    y := y-1;
    resume;
    y := y-2;
    resume;
  end;
end;
```

Note that if x and y are zero initially, then when the coroutine terminates \( y = \lceil z/3 \rceil \).

5.7 Semantics of Coroutines

\( M[A] (s)(\pi) \) is defined as before except for \( M[coroutine 5.7 \{ O_1; O_2 \} end] (s)(\pi) \) which is defined in terms of two mutually recursive procedures C1 and C2 (one for each coroutines) as follows:
M[coroutine $Q_1; Q_2$ end] $(s)(\pi) = \text{Cl}[Q_1, \pi, Q_2, \pi, s]$ where
$\text{Cl}[R_1, \pi_1, R_2, \pi_2, s]$ is defined by cases on $R_1$
(1) begin new $x$; $A$ end; $R_1' = \text{Cl}[\begin{align*} &A \frac{x}{x} \text{ end;} \end{align*} R_1', \pi_1, R_2, \pi_2, s']$
where $i$ is the index of the first unused program identifier and
$s' = s[x^i + e_0]$.
(2) begin $q$; proc($\bar{x}$); $K$ end $A$ end; $R_1' = \text{Cl}[\begin{align*} &A \frac{q}{q} \text{ end;} \end{align*} R_1', \pi_1, R_2, \pi_2, s]$ where $i$ is the index of the first unused procedure
name and $\pi_1 = \pi_1[q^i + \langle (\bar{x}), K \rangle]$.
(3) begin $A$ end; $R_1' = \text{Cl}[A; R_1', \pi_1, R_2, \pi_2, s]$
(4) exit; $R_1' = \text{Cl}[\Lambda, \pi_1, R_2, \pi_2, s]$
(5)-(8) cases corresponding to assignment, conditional, while, and
procedure call --- see section 2.
(9) $\Lambda$ (i.e. $R_1$ is the empty string) $\rightarrow s$

The definition of $\text{Cl}[R_1, \pi_1, R_2, \pi_2, s]$ is the dual of the definition
given above except that $\text{Cl}[R_1, \pi_1, \Lambda, \pi_2, s] = \text{Cl}[R_1, \pi_1, \Lambda, \pi_2, s]$.
Thus execution of the coroutine always terminates in $Q_1$. Note also that
the semantics given above do not allow for nested coroutines. The
semantics could be modified to handle this case, but nesting of coroutines
is unnecessary in order to illustrate the problem that we are interested
in here.

5.8 Axioms for Coroutines (no recursion)

In this section we give a "good" set of axioms for coroutines
(nonrecursive procedures only) and describe a technique for proving
correctness of coroutines which is based on the addition of "auxiliary
variables". This technique was suggested in part S. Owicki. It is
different from the technique described by Clint [CL73] in that the auxiliary variables represent program counters.
(therefore have bounded magnitude) rather than arbitrary stacks.

Axioms for Coroutines:

C1. \( \{ P' \} \text{ exit } \{ R' \} \vdash \{ P \wedge b \} \ Q_1 \{ R \} \)

\( \{ R' \} \text{ resume } \{ P' \} \vdash \{ P' \wedge b \} \ Q_2 \{ R' \} \)

\( \{ P \wedge b \} \text{ coroutine } Q_1; \ Q_2 \text{ end } \{ R \} \)

provided no variable free in \( b \) is global to \( Q_1 \).

C2. \( \{ P \} \text{ exit } \{ Q \} \)

\( \{ P \wedge c \} \text{ exit } \{ q \wedge c \} \)

provided that \( C \) does not contain any free variables that are changed by \( Q_2 \). (Here we assume that "exit" occurs in statement \( Q_1 \) of "coroutine \( Q_1; Q_2 \text{ end}"").

C3. \( \{ P \} \text{ resume } \{ Q \} \)

\( \{ P \wedge c \} \text{ resume } \{ q \wedge c \} \)

provided that \( C \) does not contain any free variables that are changed by \( Q_1 \). (Here we assume that "resume" occurs in statement \( Q_2 \) of "coroutine \( Q_1; Q_2 \text{ end}"").

C4. Let \( AV \) be a set of variables such that \( x \in AV \Rightarrow x \) appears in \( S' \) only in assignment \( y := E \), with \( y \in AV \). Then if \( P \) and \( Q \) are assertions which do not contain free any variables from \( AV \) and if \( S \) is obtained from \( S' \) by deleting all assignments to variables in \( AV \), then

\[ \{ P \} S' \{ Q \} \]

\[ \{ P \} S \{ Q \} \]

(This axiom was taken from [OW76].)
We illustrate the above axioms with an example. We show that

\[ \{ x=0 \land y=0 \} \Rightarrow R \{ y = \lfloor z/3 \rfloor \} \]

where \( R \) is the coroutine given at the beginning of section 7. Our strategy in carrying out the proof will be to introduce auxiliary variables which distinguish the various "exit" and "resume" statements from each other and then use axiom C4 to delete these unnecessary variables as the last step of the proof.

Thus we will actually prove

\[ \{ x=0 \land y=0 \} \]

\[ i := 0; \]
\[ j := 0; \]

\[
\begin{array}{l}
\text{coroutine;}
\end{array}
\]

**Begin**

\[
\begin{array}{l}
\text{while } x-y \leq z \text{ do }
\end{array}
\]
\[
\begin{array}{l}
x := x+2; \\
y := y+2; \\
i := i+1; \\
exit; \\
end;
\end{array}
\]

\[
\begin{array}{l}
\end{array}
\]

**Begin**

\[
\begin{array}{l}
\text{while true do }
\end{array}
\]
\[
\begin{array}{l}
y := y-1; \\
j := j+1; \\
resume; \\
y := y-2; \\
j := j+2; \\
resume; \\
end;
\end{array}
\]
end;

\{ y = \lceil x/3 \rceil \}

Choose \( P = \{ x = 0 \land y = 0 \land i = 0 \land j = 0 \} \), \( b = \{ j = 0 \} \)

\( R = \{ y = \lceil x/3 \rceil \} \)

\( P' = \{ (x = 2 \land y = 2 \land j = 0) \lor (x = 4y - 8 \land j = 1) \lor (x = 4y - 6 \land j = 2) \} \)

\( R' = \{ (x = 4y - 2 \land j = 1) \lor (x = 2y \land j = 2) \} \)

The invariant for the while loop of the first routine is

\( I_1 = \{ (x = 0 \land y = 0 \land j = 0) \lor (x = 4y - 2 \land x - y \leq z \land j = 1) \lor (x = 4y \land x - y \leq z + 1 \land j = 2) \} \).

The invariant for the while loop of the second routine is

\( I_2 = \{ (x = 2 \land y = 2 \land j = 2) \lor (x = 4y - 6 \land j = 2) \} \). It is easily checked using axioms C2-C4 together with the axioms for the assignment statement and the while statement that

\[
\{ P' \} \text{exit}(R') \vdash \{ P \} \ Q_1 \{ R \}
\]

and

\[
\{ R' \} \ \text{resume}(P') \vdash \{ P' \land b \} \ Q_2 \{ R' \}
\]

The desired conclusion then follows by Axiom C1.

The technique of adding auxiliary variables is easily formalized (the pattern should be clear from the above example). Thus, in general, we are able to prove:

**Theorem 5.8.1**

Consider the language described in sections 5.6 and 5.7 including the coroutine statement but requiring that procedures be non-recursive. Let \( H'' \) be the Hoare-like axiom system consisting of axioms H1-H9 together with C1-C4. If \( T, L_A, L_E, \) and \( R \) satisfy the conditions
A) $T$ is a complete proof system for $L_A$ and $\mathfrak{a}$ and
B) $L_A$ is expressive relative to $L_E$ and $\mathfrak{a}$, then

$$\mathfrak{a} \vdash (P) \rightarrow \vdash_{H, T} (P) \rightarrow (Q).$$

5.9 Coroutines and Recursion:

We show that it is impossible to obtain a sound-complete system of
Hoare-like axioms for a programming language allowing both coroutines and
recursion provided that we do not assume a stronger type of expressibility
than that defined in section 2. (We will argue in section 10 that the
notion of expressibility introduced in section 2 is the natural one. We
will examine the consequences of adopting a stronger definition of
expressibility.)

Lemma 5.9.1.

Consider the programming language described in section 7 with
coroutines and recursive procedures, then the halting problem for programs
in such a language is undecidable even under a finite interpretation $\mathfrak{a}$.

The proof of the lemma is similar to the proof of the main lemma of
section 5.5; however this time we reduce to the halting problem for a
two stack machine rather than a queue machine. The simulation program
will be a coroutine with one of its component routines controlling each
of the two stacks. Each stack is represented by the successive
activations of a recursive procedure local to one of the routines. Thus,
stack entries are maintained by a variable local to the recursive
procedure, deletion from a stack is equivalent to a procedure return, and
additions to a stack are accomplished by recursive calls of the procedure.
The simulation routine is given in outline form below:
Prog_counter := 1;

Coroutine
begin

    stack_1: proc(empty);
    new top, progress;
    progress := 1;
    while progress=1 do
        if prog_counter = 1 then "I_1" else
            if prog_counter = 2 then "I_2" else
                if prog_counter = K then "I_K" else NULL;
        end;
    end stack_1;

call stack_1 (1);
end;

begin

    stack_2: proc (empty);
    new top, progress;
    progress := 1;
    while progress=1 do
        if prog_counter = 1 then "I^{\#}_1" else
            if prog_counter = 2 then "I^{\#}_2" else
                if prog_counter = K then "I^{\#}_K" else null;
        end;
    end stack_2;

call stack_2 (1);
end;
end;

where "I_1",..."I_K","I^{\#}_1",..."I^{\#}_K" are encodings of the program for the two
stack machine being simulated. Thus, for example, in the procedure STACK_1 we have the following cases:

(1) if \( I_j \) is PUSH X ON STACK_1, "I_j" will be

\[
\text{begin} \\
\quad \text{top} = x; \\
\quad \text{prog_counter} := \text{prog_counter} + 1; \\
\quad \text{call stack_}(0); \\
\text{end;}
\]

(2) if \( I_j \) is POP X FROM STACK_1, "I_j" will be

\[
\text{begin} \\
\quad \text{if empty = 1 then null; } \\
\quad \text{else begin} \\
\quad \quad \text{prog_counter} := \text{prog_counter} + 1; \\
\quad \quad x = \text{top}; \\
\quad \quad \text{progress} := 0; \\
\quad \text{end; } \\
\text{end;}
\]

(3) if \( I_j \) is PUSH X ON STACK_2 or POP X FROM STACK_2 "I_j" will simply be

\[
\text{begin} \\
\quad \text{exit; } \\
\text{end;}
\]

A similar encoding \( I_1, \ldots, I_n \) for the copy of the program within procedure stack_2 may be given. Statements of the form "prog_counter := prog_counter+1" may be eliminated by introducing a fixed number of new variables to represent the binary representation of "prog-counter".
The remainder of the proof that it is impossible to obtain a sound-complete set of Hoare-like axioms for coroutines with recursive procedures is almost identical to the proof given in section 4 for recursive procedures with procedure parameters and will be omitted.

5.10 Discussion of Results and Open Problems:

A number of open problems are suggested by the above results. First we consider the problem of obtaining Hoare-like axioms for recursive procedures with procedure parameters. The proof that no good set of axioms can exist in the general case depends heavily on the fact that procedures can access global variables—if global variables are disallowed or made read-only is it possible to obtain a complete set of axioms? Similarly, if we changed from static scope to dynamic scope or allowed only the names of external procedures to occur as actual procedure parameters, would the problem of proving correctness be simplified?

In the case of coroutines and recursion the most important question seems to be whether a stronger form of expressibility might give completeness. The result of section 5.8, seems to require that any such notion of expressibility be powerful enough to allow assertions about the status of the run-time stack(s). Clint [CL73] suggests the use of stack-valued auxiliary variables to prove properties of coroutines which involve recursion. It seems likely that a notion of expressibility which allowed such variables appears counter to the spirit of the axiomatic correctness. If a proof of a recursive program can involve the use of stack valued variables, why not simply replace the recursive procedures themselves by stack operations. The purpose of recursion in programming languages is to free the programmer from the details of implementing recursive constructs via stacks. Further evidence for the naturalness of the notion of expressibility that we have
used is the fact that with either  a) coroutines and non-recursive procedures or  b) recursive procedures and no coroutines, we can obtain sound, complete sets of axioms under this notion of expressibility.

We note that the main application of procedures with procedure parameters is in numerical analysis (where one might wish to make the integrand a parameter of an integration procedure.) Here, however, procedures are rarely recursive and hence can be handled by the techniques of section 5.3. Similarly coroutines are most frequently used in I/O routines which do not involve recursion and which can be handled by the methods of section 5.7 (if appropriate I/O axioms are introduced).

Finally we note that the technique of section 5.4 and 5.8 may be applied to a number of other programming language features including  a) call by name with functions and global variables, b) pointer variables with retention, c) pointer variables with recursion, and d) label variables with retention. All of these features appear to be inherently difficult to prove correct.
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