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ABSTRACT

This paper proposes an improved method of summariz-
ing speech in which a con�dence measure of a word hy-
pothesis is incorporated in the summarization score and
also proposes a new method for evaluating the summarized
sentences. The automatically summarized sentences were
evaluated based on the precision of extracted keywords and
each word string with a certain length in the manual sum-
marizations by human subjects. Japanese broadcast-news
speech transcribed using a large-vocabulary continuous-
speech recognition (LVCSR) system was summarized using
our proposed method. Experimental results show that a
con�dence score giving a penalty for acoustically as well as
linguistically unreliable hypotheses can reduce the meaning
alteration of summarizations caused by recognition errors
especially when the speech recognition rate is relatively
low.

1. INTRODUCTION

Major applications of the LVCSR systems in the near fu-
ture will include automatic closed captioning and meet-
ing/conference summarization. Since transcribed speech
obtained from LVCSR system usually includes some redun-
dant information, a summarization technique is indispens-
able in order to index and make abstracts for automatically
retrieval of speech data and for making closed captioning.

Therefore our future goal is to build a system being de-
signed to extract and output information depending on the
desired level of extraction from speech data with a single
topic. For example, output can be as simple as keywords,
summarization of each utterance for making a closed cap-
tion or creating an abstract from speech data.

In the present study, our target is to summarize Japanese
broadcast-news speech sentence by sentence for caption-
ing. In our previous speech summarization method, a set
of words were extracted from an automatically transcribed
sentence according to a target compression ratio so that the
word concatenation includes topic words and maintains the
meaning of the original utterance as much as possible using
a dynamic programming (DP) technique[1].

This paper proposes an improved method of summariz-
ing speech in which a con�dence measure of a word hypoth-
esis is incorporated in the summarization score. One of the
major di�erences between text summarization and speech
summarization exists in the fact that transcribed speech

includes recognition errors. Thus the con�dence measure
is incorporated to avoid the meaning alteration caused by
acoustically as well as linguistically unreliable hypotheses.

To evaluate the automatically summarized sentences,
correctly transcribed speech are manually summarized by
human subjects and used as correct targets. In considera-
tion of the subjective variation, two measures are proposed
as follows. One is the precision of extracted keywords and
the other is the precision of each word string with a certain
length in the automatically summarized sentences.

The improved method of automatically summarization
is described in Section 2, the evaluation methods in Section
3 and the structure of Japanese broadcast-news transcrip-
tion system in Section 4, and the experimental results are
given in Section 5.

2. APPROACH TO SUMMARIZATION OF

SPEECH USING A CONFIDENCE MEASURE

To summarize a sentence, we extract a limited number of
relatively important words from each sentence so that the
number of characters remains in a speci�ed ratio range
to the number of characters in the original sentence. The
words are extracted using a summarization score consisting
of three scores, i.e. a signi�cance score I and a con�dence
score C of extracted each word, and a linguistic score L of
the word concatenation. A set of words that maximizes the
summarization score is selected using a dynamic program-
ming (DP) technique. This method is e�ective in reducing
the number of words without losing important information.

The summarization score is calculated as follows. Given
a transcription result consisting of N words, W = w1; w2;
: : : ; wN , the summarization score of the extractedM(M <
N) words, V = v1; v2; : : : ; vM , is obtained by

S(V ) =

MX
m=1

fL(vm) + �II(vm) + �CC(vm)g ; (1)

where �I and �C are weighting factors for balancing among
I, L and C.

Signi�cance score

A signi�cance score I indicates the relative signi�cance of
each word in a sentence. In this paper a topic score based



on a kind of tf/idf measure is used as signi�cance scores
for nouns. A 
at score is given to words other than nouns.

Linguistic score

A trigram probability P (vmjvm�2vm�1) is used as a lin-
guistic score L (vm).

Con�dence score

A con�dence score C (vm) is incorporated to give a penalty
for acoustically as well as linguistically unreliable hypothe-
ses. Speci�cally, posterior probability of each transcribed
word, that is the ratio of the word hypothesis probabil-
ity to that of all other hypotheses, is calculated using the
word graph obtained by a decoder and used as a con�dence
measure [2][3].
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Figure 1: An example of word graph.

A word graph consisting of nodes and links from a be-
ginning node S to an end node T in time course is shown in
Fig.1. Nodes represent time boundaries between possible
word hypotheses and links connecting these nodes repre-
sent word hypotheses. Each link is given acoustic log like-
lihood and linguistic log likelihood of a word hypothesis.

The posterior probability of a word hypothesis wk;l is
given by

C(wk;l) = log
�kPac(wk;l)Plg(wk;l)�l

G
; (2)

k,l : node number in a word graph
(k < l)

wk;l : word hypothesis occurred between
node k and node l

C(wk;l) : log of the posterior probability of wk;l
�k : forward probability from the beginning

node S to node k
�l : backward probability from node l

to the end node T
Pac(wk;l) : acoustic likelihood of wk;l
Plg(wk;l) : linguistic likelihood of wk;l
G : forward probability from the beginning

node S to the end node T

Given a transcription result consisting of N words,
W = w1; w2; : : : ; wN , the summarization is performed by

extracting a set of M(M < N) words, V = v1; v2; : : : ; vM ,
which maximizes the summarization score given by eq.(1).
A set of words maximizing the summarization score is ef-
�ciently selected using a DP technique. Furthermore, in
order to evaluate the summarization scores of the summa-
rized sentences obtained from the same original sentence
using the various summarizing ratios, a normalization fac-
tor was applied to the summarization score[1].

3. EVALUATION METHODS

In our previous experiments the summarization results were
evaluated according to the performance of extracting "im-
portant words" selected by human subjects from the man-
ual transcriptions and maintaining the meaning of the orig-
inal speech[1].

In this study to evaluate the automatically summarized
sentences, correctly transcribed speech is manually summa-
rized by human subjects according to the target summa-
rization ratio and used as correct targets. In consideration
of the subjective variation, the precision of extracted key-
words and that of each word string with a certain length in
the manual summarizations by human subjects were eval-
uated as follows.

3.1. Precision of keywords

The precision of extracted keywords corresponds to the
coverage of the core information. This measure is calcu-
lated as the mean of word signi�cance values de�ned as
percentages of subjects who have selected the words as key-
words. The precision of keywords R of the summarization
V = v1，v2，: : :，vM is given as follows.

R =

MX
m=1

c(vm)

a

M
; (3)

a : number of subjects to make manual
summarizations

M : total number of words in a summarized
sentence

vm : m-th word in a summarized sentence
c(vm) : number of subjects extracting vm

3.2. Precision of word strings

To evaluate linguistic correctness and maintenance of the
original meanings of the utterance, the precision of each
word string with a certain length in the automatically sum-
marized sentences is de�ned as howmany such word strings
are included in at least one of the manual summarizations
by human subjects.

The extraction ratioWSD of each word strings consist-
ing ofD words in a summarized sentence V = v1; v2; : : : ; vM
is given by

WSD =

MX
m=D

�(vm�D+1; : : : ; vm�1; vm)

M �D + 1
; (4)



where

�(uD) =

�
1 if uD 2 UD
0 if uD =2 UD

(5)

uD : each word string consisting of D words
UD : a set of word strings consisting of D words

in all manual summarizations

Note that words occurred in the di�erent location in an
original sentence are considered to be a di�erent word even
though they are the same words. When D is 1, WSD
indicates the precision of each word and when D is the
length of a summarized sentence M , WSD indicates the
precision of the summarized sentence itself.

4. STRUCTURE OF THE BROADCAST NEWS

TRANSCRIPTION SYSTEM

4.1. Acoustic models

The acoustic model involved in the sharable software repos-
itory for Japanese large vocabulary continuous speech recog-
nition by IPA was used[4]. The feature vector extracted
from speech consists of 12 MFCCs, the delta of their fea-
tures and the delta of normalized logarithmic power (deriva-
tives). The total number of parameters in each vector is
25. MFCCswere normalized using the CMS (cepstral mean
subtraction) method. The phone models used were shared-
state triphone HMMs designed using tree-based clustering.
The total number of states was 1012, and the number of
Gaussian mixture components per state was 8. They were
trained using speech reading newspaper by 100 speakers.

4.2. Language models

Broadcast-news manuscripts recorded from August 1992
to May 1996, comprising of approximately 500k sentences
consisting of 22M words, were used for constructing lan-
guage models. The vocabulary size is 20k words.

4.3. Decoder

We used a word-graph-based 2-pass decoder for transcrip-
tion. In the �rst pass, frame-synchronous beam search was
performed using the above-mentioned HMMs and a bigram
language model. A word graph was generated as a result
of the �rst pass. In the second pass, the word graph was
rescored using a trigram language model to derive the �nal
transcription that was then used for summarization.

5. EVALUATION EXPERIMENTS

5.1. Evaluation data

Japanese news speech data broadcast on TV in 1996 was
used as a test set to evaluate our proposed method. The
set consisted of 419 utterances by a female anchor speaker,
and was manually segmented into sentences. The out-of-
vocabulary (OOV) rate for the 20k word vocabulary is
2.5% and the perplexity for the test set was 54.5. 50 ut-
terances with word recognition accuracy above 90%, which
was the average rate over the 50 utterances, were selected
and used for the evaluation. The summarization ratio, the

ratio of the number of characters in the summarized sen-
tences to that in the original sentences, was set to 20, 40,
60, 70 and 80%.

5.2. Language models for summarized sentences

A trigram language model for summarization was built us-
ing text from Mainichi newspaper published from 1996 to
1998, comprising of approximately 5.1M sentences consist-
ing of 87M words. We did this because we consider news-
paper text to usually be more compact and simpler than
broadcast news text and therefore more appropriate for
building language models for summarization than broad-
cast news text. In our previous experiments the auto-
matically summarized sentences using word trigram con-
structed by newspaper text were much better than those
by broadcast-news manuscripts.

5.3. Evaluation results

The automatically summarized utterances without incor-
porating the con�dence measure (REC), that with the con-
�dence measure (CM), and the summarized transcriptions
by human (TRS) were evaluated. To set a goal of the au-
tomatic summarized sentences, each manual summariza-
tion by 25 human subjects (SUB) were evaluated based on
the manual summarizations by 24 human subjects except
for the evaluated summarization itself. To insure that our
method is sound, we considered randomly generated sum-
marizations according to the summarization ratio (RDM)
to compare the precisions with those achieved by our pro-
posed methods.

The evaluation results by precision of keywords is shown
in Table 1. The better result of CM than that of REC
shows the precision of keywords of the summarized speech
improved signi�cantly using the con�dence score. The dif-
ference between TRS and CM is that some of important
words in TRS were not included in CM.

Table 1: Evaluation results by precision of keywords

Target ratio 20% 40% 60% 70% 80%

RDM 0.17 0.35 0.54 0.66 0.75
REC 0.20 0.38 0.58 0.69 0.77
CM 0.27 0.41 0.57 0.68 0.75
TRS 0.31 0.43 0.60 0.71 0.78
SUB 0.45 0.56 0.68 0.75 0.80

The evaluation results by precision of word strings in
the condition of 70% summarization ratio is shown in Fig.2.
The concatenation of words is more constrained when word
strings were evaluated on longer word strings. Therefore
the word string precisions of all types of summarizations
decrease gradually with the length of word strings. The
automatic summarization of TRS, REC and CM can main-
tain the correct word concatenation more often than RDM.
The quick decrease of RDM precision indicates the word
concatenations of RDM are grammatically and semanti-
cally incorrect. However the results of the automatic sum-
marizations cannot reach the performance level of the goal
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Figure 2: Precision of word strings vs. length of a word
string at 70% summarization ratio.

of SUB. The same types of results were also shown in all
of the summarizations using the various summarization ra-
tios.

The word string precisions in the condition of 20% sum-
marization ratio is shown in Fig.3. In order to evaluate
the e�ciency of the con�dence score for the recognition
results with lower accuracy, 10 utterances with relatively
lower accuracy in the test set (called "di�cult test set")
were separately evaluated. The upper �gure shows all the
test set and the lower one shows di�cult test set results.
The results show that the con�dence measure can improve
the automatic summarization especially when the speech
recognition rate is relatively low.

6. CONCLUSIONS

An improved method of automatically summarizing broad-
cast news speech based on topic words, linguistic likeli-
hood and a con�dence measure, facilitated by a dynamic
programming technique, has been proposed. In addition
to evaluate the automatically summarized sentences, we
proposed two measures, i.e. the precision of extracted key-
words and that of each word string with a certain length in
the automatically summarized sentences using the manual
summarizations by human subjects.

Experimental results show that a con�dence score giv-
ing a penalty for acoustically as well as linguistically unreli-
able hypotheses can reduce the meaning alteration of sum-
marizations caused by recognition errors especially when
the speech recognition rate is relatively low. These results
clearly show the e�ectiveness of the proposed summariza-
tion.

Future research includes summarization of a set of sen-
tences with one topic and further making abstracts of mono-
logues such as lectures.
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