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Examples from Google

• Phrases that indicate causation
– A “caused” B

– B “is caused by” A

– A “leads to” B

• Mining Google (or PubMed / Medline) for 
causal relationships

• New patterns & event pairs added to our 
working set as system iterates



Examples from Google (2)



Examples from Google (3)

…



Bad Examples from Google!



Our proposal
• Seed the system with positive and 

negative examples of both contexts (+/-si) 
and causal relationships (+/-(A,B))
– +s1 = “is a cause of”, +s2 = “directly leads to”,    

-s1 = “does not cause”, -s2 = “is not related to”
– + (smoking, cancer), + (greenhouse gasses, 

global warming), - (MMR, autism), - (…)
– Initial probabilities:

P( +c | “is a cause of”) = 1
P( +c |  “does not cause”) = 0
P( +c | (smoking, cancer)) = 1 …



• Run a query for each context, si, and for 
each result returned (Ai,Bi) compute the 
probability that (Ai,Bi) is a causal 
relationship:
– P( +c | (Ai, Bi)) = Σk P( +c | sk ) P ( sk | (Ai ,Bi))

• Do the same for retrieving contexts given 
entity-pairs:
– P( +c | si) = Σk P( +c | (Ak, Bk) ) P ((Ak, Bk) | si)

Our proposal



• Tentative Evaluation Strategy
– 10 domain experts label  100 causal relationships as 

binary plausible/not_plausible
– 333 (2/3) majority-vote judgments
– Precision/Recall/F-measure

• Additional Resources from Unified Medical 
Language System (synonyms/hyponyms)
– Metathesaurus
– Semantic Network
– Specialist Lexicon

Our proposal



Potential Heuristic Improvement

• World knowledge tells us that there exist sets SETa and SETb for 
which P(x y | x ∈ SETa & y ∈ SETb) is particularly high

• Examples:
– drugs  side effects
– forms of crime  forms of punishment
– forms of altruism  forms of reward

• Thus, our bootstrapping approach can be:
– We know drugs have side effects, and we’re looking for “contexts that 

mark causality”. 
– (1) run query “is a drug”, we find “x is a drug”. 
– (2) run query “x causes”, we find “x causes y”
– (3) run query “y is a”
– (4) if y is a side-effect, then we can be more confident of those patterns 

where x and y occur close to each other, since x ∈ drug and y ∈ side-
effect


