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Direct application of monocular compression schemes to stereo video streams is subopti-
mal. This is because these techniques do not take advantage of the high correlation
between the left and right stereo image pairs. This paper introduces new still and motion
stereo compression schemes that are far efficient than monocular compression schemes in
compressing stereo image streams.

BACKGROUND

Efficient compression will have to be an integral part of any practical 3-D TV system. For-
tunately, the high correlation between stereo image pairs leads us to expect efficient com-
pression to be possible. It is important that compression is not gained at the loss of image
guality since image realism is the principal paradigm of 3-D TV. We propose schemes for
compressing still and motion stereo that are capable of achieving high compression while
retaining image quality.

Monocular compression schemes such as DPCM, transform coding (DCT), JPEG and
MPEG achieve compression by decorrelating in the spatial and/or temporal correlation
domains[1-4]. Stereo video streams add a new dimension, namely the correlation between
the left and right images. Direct application of any monocular compression schemes is
suboptimal because the decorrelation is limited to spatial and temporal correlation
domains. Several authors have proposed stereo image compression schemes that take
advantage of psychophysical aspects of the human vision system[5,6]. Our schemes while
benefiting from those artifacts of the visual system, achieves compression by extending
the decorrelation process of monocular compression schemes to spatial, temporal and left-
right image stream correlation domains.

INTRODUCTION
MODELLING OF THE CORRELATION

Typical stereo image streams have a high degree of similarity (common objects or back-
ground) between left and right image streams. This similarity or correlation is formally
defined as “worldline correlatidh Worldline correlation describes the correlation
between time offset frames of the left and right image streams. A special case of the
worldline correlation is the correlation between temporally corresponding stereo image
pairs(zero time offset). This correlation is named “cross image correlation” to emphasize
the temporal correspondence between the left and right stereo image pair.

1. “worldline” borrowed from the field of special relativity, means the path of an object in 4-dimensional space - time.



The consideration of the worldline correlation lead to efficient compression. The general
modelling of the worldline correlation involves identifying corresponding similar areas of
left and right time off sétstereo images. There are several widely known area matching
algorithms [7-9] that identify similar areas of a stereo image pair. By matching, we mean
the process of finding, for a given block of pixels of thélierflage, the block of the right
image that is most nearly the same image fragment. Similar image fragments are related to
each other by their relative displacement vector with respect to a common origin in the
image coordinate plane. Hence an image fragment is completely described by its corre-
sponding similar image fragment and the associated relative displacement vector. We will
define the following terms and algorithms before describing the details of our compression
schemes.

PIXEL INTENSITY DEFINITION

A pixel intensity denoted by x positioned at coordinate (i,j) is defined as x(i,j). Another
notation for x(i,j) isx (I) wherel™ = [jj] . They are equivalent since a pixel coordinate
can be represented as an ordered pair (i,j) or as a vﬁqﬂor

BLOCK DEFINTION

A block of pixels in an image is described by its upper left hand pixel coordinate together
with its pixel height and length. Define
block R(0,) = (R(i,j)| (igsi<ig+m),(jpsi<ip*n)) (EQL)

whereblock R(d,) _is a block of height m+1pixels and length n+1 pixels of the right
image andi, = ipJol - Note that the upper left hand pixel of the block is at pixel coordi-
nate (h,jp). block™ L(Q,) is defined in an analogous manner.

BLOCK MATCHING ALGORITHM (BMA)
Assume that we are required to find the most similar blockfock L(d) . Define the
corresponding search area S of the right image to be

S= (R(i D| (=i sisig+ig+m),(jo—j1<i<jgtigtNn)) (EQ2)
where i and j are constants that control the size of S
BMA using Mean-Square-Error (MSE)

The MSE betweeblock L(0,) ancbock R(f&o) Whélgﬁ: [ko I(ﬂ in S is defined
as
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3. Matching for a block of pixels of the right image achieved similarly with appropriate changes.



Let M(Kmindmin) = min{M(kq,lg)} for all  block R(fso)’s in S. The
block R(B,,,) corresponding to MkinImin) is the most similar block of the right
image that approximatdédock L(@,)

DISPARITY VECTOR

Let block R(fso) wheref&0 = [I;O l,| be the most similar block found using a block
matching criterion foblock L(d,) . The disparity vectorodbck L(d,) is defined as

8(dg) = [ko=iy lo=iy (EQ4)

The matrix of disparity vectors of all blocks in the left image is called the disparity map of
the left image with respect to the right image. Because reasonable matching criteria will be
symmetric with respect to interchange of left and right imag,)) = -0 (0,)

ESTIMATED BLOCK
The block R(EO) that is the most similar block in the right image that approximates
block L(@) is called theestimated block (d,) . Note that

estimated block Kd,) = block R(0,+3(d,)) (EQ5)
The matrix of estimated left blocks constitute the estimated left image that approximates
the left image.
MOTION ESTIMATION

Assume that two frames of a monocular image stream contain essentially similar image
fragments in different locations within each frame. This difference is usually the result of
scene motion during the time interval between the two frames. Then, given one frame and
the set of relative displacement vectors of essentially similar image fragments, the other
frame can be usefully approximated. The procedure of finding the set of relative displace-
ment vectors is called motion estimation.

In practice, image fragments are considered to be square arrays of pixels. Consider a block
Xn+ (0) of image X, where k > 1 and an area S of Mat contains blockX, (B)

that is essentially similar to blo&k , , (0,) . The displacement vegfor between block
Xn+k(0g) and block X, (B,) is given bypy = @, - B,

Block X, ,  (0,) can be written as

dlock X, (d,) = block )%(do—f)o): block Xw(ﬁo) (EQ 6)
Let X,, () beanypixelaf = [jj] within block, ,  (d,)

Then define Displaced Pixel Difference as

DPD (%, (7)), Do (i —1)) = Xy, (T) =%, (F = Do (i —1) (EQ7)



between plxekn+ k(F) and a pixek, (T -Dp(i-1)) in block, (0, - Do(i-1)) .
DO (i —1) is an initial estimate of the displacement veggr . Using (EQ 6), (EQ 7) can
be written as

DPD (X, (7)), Do(i=1)) = X, (T) =X, (T —=Do(i—1) +Dg)  (EQ8)

Note that ifDg (i = 1) =B, , thenDPD (X, (F), Do (i-1)) = 0

The motion estimation algorithm used in this paper estinyges) from an initial esti-
mate DO(I 1) by recursively minimizing the quanUDPD(anrk(l') DO(I 1))
which measures the difference between the two pixel intensity vaues(l) and

X (F Do(l 1) )[8]. The minimization is done using a steepest descent technique. It is
derlved below.

Expanding (EQ 8) using Taylor series
IPD (%, (T),Do(i-1)) = —=(Do(i) =Do(i—1)) Ox , (T +higher order terms (EQ 9)

where J is a discrete approximation to the gradient with respect to pixel intensity. (EQ
9) can be approximated by (EQ 10) assuming the higher order terms are negligible.

DPD (X, (F), Do (i =1)) O=-(Do(i) - Do (i -1)) Ox[, () (EQ 10)
[ x n+ I((I') can be estimated as
i + r- ~Xn+ [+
0T, () = 5w [10) %k (F+[10)

Xs k(T +[0 1) =%, (F=[0 1)
(EQ 11)

Summing (EQ 10) over all pixels,, , I((F) in blodk ,  (d,)  and rearranging

S DPD (%, (1), Do(i=1)) [Mx,(F)
Bo(i) = Do(i~ 1) — XD —Foeel®
{ z n+k(r) EDXn+k(|_)
Xn+k(F) DXn+|<(6(0)

(EQ 12)
COMPRESSION OF STILL STEREO IMAGES

We have developed two different methods of compressing still stereo images. Both
methods exploit the cross image correlation between the left and right images of a stereo
pair. The first, which we call “direct integration” compresses one image of a stereo pair
using any non-stereo still image compression scheme while the other image is represented
by its disparity map. The second which we call “hybrid integration” makes changes to
non-stereo still image compression schemes so that they are able to take advantage of the
cross image correlation. We will describe direct integration in this paper.



DIRECT INTEGRATION

The left image is divided into blocks of m+1 by n+1 pixels. The search area for
block L(d,) is defined as in (EQ 2)

S= (R(i)|(ipg—iysi<ig+ig+m),(jo=jiSi<jg+i +Nn))

where j and j control the size of the search area. In geneya§ jnuch larger than i

since the horizontal disparity is much greater than the vertical disparity for most reason-
able stereo image pairs. Note that we are searching areas to the left as well as the right of
block R(d,) for the most similar block correspondinglitock L(d ) . The disparity
vector corresponding to the resulting most similar block is given by (EQ 4). The disparity
map associated with the left image is formed by arraying the individual disparity vectors
of all the blocks of the left image. The number of bytes required to represent the disparity
map is approximately one percent of the number of bytes required to represent the left
image as a pixel intensity map for a block size of 8 by 8 pixels.

Next, the right image is compressed using any non-stereo still compression scheme. Com-
pression is gained by reducing the stereo pair to a conventionally compressed right image
and a small disparity map from which in conjunction with the right image, the left image
can be estimated. The estimated left image consists of blocks of the right image that are
appropriately displaced to approximate the left image. When viewed stereoscopically, the
pair are of subjectively good quality and exhibit essentially full depth resolution. Figure 1
is a block diagram of the direct integration scheme. The arrow heads indicate the direction
of information flow.

The similarity between the estimated left image and the original left image depends on
three factors. The most important factor is the underlying assumption of direct integration
that left and right images of a stereo pair essentially contain the same image fragments.
This assumption is a good approximation for most stereo image pairs. The second factor is
the ability of the algorithm to determine the true most similar image block from the right
image given a block from the left image. This depends on whether the search area S con-
tain the true most similar block. For most reasonable stereo imagegixels and=16

pixels have proved to be sufficient bounds for the horizontal and vertical disparity. Hence
a search area S that covers these bounds would have a high probability of finding the cor-
rect most similar block. The last factor is the block size. It is reasonable to expect the sim-
ilarity between the estimated left image and the original left image to increase as the block
size gets smaller. Large block sizes lead to larger differences since the probability of left
and right images having the same large area is small. Figure 2 illustrates the effect of the
block size on the quality of the estimated left image for the stereo image pair in Fig 3.

SNR vs. block size veen the
Rightl _ y(Conventional|y/ Channel ength of
image Compression Coder 'd stereo
A
Left [pBlock | y|Block —pDisparit]
image Matching Vect
Algorithm ector
Figure 1

Block diagram of Direct integration

Figure 2. 5



The metric used to measure the similarity between the estimated left image and the origi-
nal left image is the Signal -to -Noise Ratio(SNR). P and Q denote the height and length of
a block. Figure 3 illustrates the original and the decompressed direct integrated stereo
image pairs. The block size used was 8 by 8 pixels

Original left image Decompressed left image

Original right image Decompressed right image

Figure 3.

COMPRESSION OF MOTION STEREO STREAMS

A monocular image stream has considerable redui"ldiaage content between tempo-
rally offset image frames. This redundancy is defined as temporal correlation. A stereo
stream, in addition to the temporal correlation, has significant redundancy between time
offsef left and right image frames. We call this redundancy the worldline correlation.
Motion compression schemes identify and efficiently code the temporal redundancy. Effi-
cient coding involves coding the location information of the redundant image parts. This
leads to significant compression since the bandwidth of the location information is far less
than the bandwidth of the redundant image patrt.

Monocular motion compression schemes such as MPEG will compress a stereo stream
assuming the left and right image streams to be independent of each other. The decoupling

4. Redundancy defined according to some similarity criterion.
5. Zero offset included.



of the left and right image streams leads to the discarding of the worldline correlation.
Therefore information in one image stream may appear in the other image stream. This is
inefficient from a compression standpoint. We propose a new stereo image compression
scheme that considers the left and right image streams to be correlated. Hence it is far
more efficient than monocular motion compression schemes in compressing stereo
streams.

The proposed stereo image compression scheme can be thought of as a process that prese-
lects a few non consecutive image frames from a given segment of the original stereo
stream. Then each of the remaining image frames of the original segment are approxi-
mated by combining image sections of the preselected image frames. The preselected
image frames and the approximated image frames form the compressed stereo image
stream. A compressed stereo image segment is shown in Fig 4. We call the preselected
image frames “Main group” frames while the approximated frames are called the “Sub
group” frames. The subgroup frames are close approximations of their corresponding
original frames due to the high temporal and worldline correlations between frames in a
stereo stream. The white frames in Fig 4 are the main group frames while the shaded
frames are the subgroup frames. Compression is gained since only a few frames, namely
the main group frames, contain image data that require high bandwidth. The remaining
frames, the sub group frames, require very little bandwidth since they are constructed
using image data from the main group frames. The bandwidth of a sub group frame is the
bandwidth required by the correlation information that is needed for its construction from
the main group frames. Details of the main and sub group frames are presented below.

MAIN GROUP FRAMES

Main group frames are frames that contain image data. There are two types of frames that
belong to the main group. They are intraframe coded frame (I-frame) and motion esti-
mated and error compensated frame (M-frame).

e T

Figure 4 Compressed Stereo image stream
INTRAFRAME CODED FRAMES(I-Frame)

An I-frame is a periodically chosen frame from either the left or right image stream of a
stereo stream. An |-frame is subjected to intraframe coding. Widely used intraframe cod-
ing schemes are JPEG or DPCM. The I-frame is similar to the I-frame used in MPEG[4].

MOTION ESTIMATED & ERROR COMPENSATED FRAME (M-Frame)

Let X,, and X,k be two frames in a monocular image stream that are k frames apart,
where X denotes a left or right image frame. Figure 5 shows the process of generating a
M-frame, M,k that approximates . from X, and X,x. The first step of this process is

to estimateX,, that approximates ¥ from X;, using motion estimation[8,9]. The error



image E .k is generated by subtractidg,, from X, ... The error image & appears to

be due to the fact thatyand X, do not contain the same image contegt..&Es quan-

tized toEp+x. Now My is the sum oK, andE, .. Representing X by M4 leads

to savings of bandwidth. This is becadsgy is represented by a set of displacement vec-
tors andE, 4 is limited to a finite number of levels. Figure 6 displays the SNR as a func-
tion of k for a fixed quantizer. The SNR decreases with increasing k. This is reasonable
since as k increases, the temporal correlation betwg@mck X, decreases leading to a
more significant k. Figure 7 displays the original image, the estimated imaggaXd

the resulting M-frame for k=8

E \f Mn+i‘ 47
+

SNR vs. k for a M-frame

En+k
Xn Motion [X,,] ¥ _
Estmnly,| —»| Quantizel

Xn+k

Figure 5

Construction of a M-frame _

Figure 6
Original image M - frame Error image

original frame(R5) P-frame error image(mag=10)

|I;) fl l'i‘p;‘v 7

Figure 7.
SUB GROUP FRAMES

A sub group frame in the compressed stereo stream is constructed using image data from
the main group frames so that it approximates the corresponding frame in the original ste-
reo stream. The bandwidth of a sub group frame is the bandwidth of the correlation infor-
mation that is required for its construction from the main group. There are two different
types of frames in the sub group. They are the bidirectional interpolated frame (B-frame)
and the worldline frame (W-frame).



BIDIRECTIONALLY- INTERPOLATED FRAME (B-Frame)

Figure 8 displays the process of constructing a B-frarpg, tBat approximates an origi-
nal image frame Xy using frames Xand X,;,, wherel <k < m . The underlying
assumption of this technique is that the image content,gf es in the union of the
image content of Xand X+ Bn+k IS generated using (EQ 13) where Bxand FX,k
are the motion estimated frames fromafid X, respectively.

k
Brsk = PXysit () (FXqu = PXpiid (EQ 13)

The image quality of a B-frame depends on how well the underlying assumption is satis-
fied. Figure 9 illustrates the original image frame, the corresponding B-frame and the
resulting error image. The B-frame approximation appears to be a low-pass version of the
original image. This is indicated by the error image which contains high frequency infor-
mation. A B-frame in the compressed stereo stream is represented by two sets of displace-
ment vectors.

Xn Motion
Estim | ) PXnH(j
X Bilinear B
k I\E/Iott_ion Interpolationy,| nrk
stim
_’Fxn_,_k.g
Xn+rT

Figure 8 - Construction of a B-frame

Original image B-frame Error image

original frame(L11) B-frame error image(mag=10)

Figure 9
WORLDLINE FRAME (W-Frame)

A worldline frame(W-frame) is responsible for the consideration of worldline correlation

in the proposed stereo compression scheme. The consideration of worldline correlation is
significant in motion stereo image compression since it may easily be higher than either
spatial or temporal correlations in a stereo scene with motion. It is the consideration of
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worldline correlation that makes the proposed motion stereo compression scheme more
efficient than conventional compression schemes in compressing stereo image streams.

A W-frame, W, approximates an original image framg Xsing original image frames
Xnk Yn Ynpand Yoo X and Y denote left/right or right/left image frames. A W-frame
is constructed in the following manner.

1. Divide X, into blocks of pixels.

2. For a given block of pixels inXsayblock X (@) , find the
most similar blocks from original image frames_X Y., Yn.1and
Y -2. Let the corresponding four blocks be

block )§1 I((dl) block Y, (a2) ,block Y, _,(a3),
block Y, _,(04).

3. Select the most similar block bdock X (a) from
block )g k(61) block Y (a2) ,block Y,_,(63) and
block Y, _,(d4). This block isblock \/\{1(01)

4. Execute steps 2 and 3 forklbck X (d) ’'sip® find corre-
spondingblock W, (@) ’s that constitute \V

In step 2block X _,(d1) isfound using motion estimation betwegn Znd X,

block Y, (a2) is found using disparity estimation on, #nd X, as described in direct
|ntegrat|on Estimation dblock Y,_, (G3) anblock Y, _,(04) are carried outin the
following manner. We first note that fotock X, () and its stereo match block
block Y, (a2)

8(n-K +Dy(n—-k =3(n) +D,(n-K (EQ 14)

where6 and D are the disparity and dlsplacement vectors as shown in Fig 10. Note that
6(n) = g2-0 and Dx(n Kl =al-a. We further note that the disparity vector
o (n) changes slowly over time. Hence we assae) = 6(n K) for small k. Substi-

tuting into (EQ 14), we havlé (n=-k = D y(n=K thatisthe X and Y displacement
vectors are equal. Hence

block Y, _, (a3)

block Y,_,(d+3(n) +D, (n-1)) (EQ 15)

block Y,_,(d4) = block \(q_z(d+8(n) +5X(n—2)) (EQ 16)

Note that & and S(n) are known vecton@ (n=-1) and Dx(n 2) in(EQ 15)
and (EQ 16) is directly estimated frorﬁ (n- k) as

—

Dy(n-p) = (E)f) (n-K where p=1 or 2 (EQ 17)
X

Note that f)x (n—=K) is found from the motion estimation carried out to determine
block X, _,(01). The underlying assumption of (EQ 17) is that objects are in uniform
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motion for a small frame interval k. In practice, to compensate for possible errors due to
approximations, a rectangle neighborhood surrounding the blocks of pixels given by (EQ
15) and (EQ 16) is searched for the most similar bloddaeck X (a) in image frames

Y h.1and Y;_o. Figure 11 shows the four most similar blocks and the corresponding vector
relationships. Figure 12 illustrates the original image frame, the corresponding W-frame
and the resulting error image. As in the case of B-frame, the W-frame appears to be a low-
pass approximation of the original frame.

X | = Y -
nre o(n—-K nk Xnk Xn
5 - DOt —R——
D, ( 1?@ y(n=K T;
\ \ R /
= m Oxh —2) i
5 (n) me— [ | [V
X Y <+ - i
n n DX n 1)
%]ure 10
Disparity and Displacement _ Yoo .. Y
vector dlagram Figure 11 Constfiiction of a W-frame
Original image W-frame Error image

original frame(L5) -frame error image(mag=10)

Figure 12.
COMPRESSED STEREO IMAGE FRAME FORMAT

W Bs W Bs Bs W B's
Left Stream ’_’_‘ ’ ’ i_‘ ’ ’
Cy
Right Stream ﬁ ’ u ! ﬁ
’ ’ 'sM B’s

|” Bs M B’s
Figure 13
Compressed Stereo Image frame format
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Figure 13 displays a segment of the compressed stereo image frame format. Note that the
left and right compressed stereo image streams are cyclical. One cycle from each stream is
depicted by a solid line in Fig 13. Each cycle has a frame period of 4k +4 frames where 4k
is the total number of B frames in a cycle. Note that there are k B-frames between (I and
M), (M and W), (W and W) and (W and I). The number of B frames per cycle is a design
choice. It is a trade-off between compression gain and image quality. The compressed left
stream leads the compressed right stream by half a cycle(2k+2 frames). This ensures that,
at any given time, the compressed stereo image stream contains a high resolution(sharp)
and a low resolution(low-pass) image pair. Research in stereoscopic vision in the human
visual system has indicated that a stereo pair containing high and low resolution images
has effectively no loss of image quality or depth perception[5,6]. The proposed stereo
image compression scheme takes advantage of this phenomenon. It effectively masks the
low resolution images by pairing them with high resolution images. Note that the low res-
olution images contribute to very high compression. Figure 14 displays this “smart mask-
ing” during one cycle period.

A

High Right Stream

Resolution \\

Low W
Resolution| Left

Right Stream: B M B wW B wW B I
Left Stream; W B w B I B M B wW
Figure 14 - Image quality of reconstructed stereo image stream

The compressed stereo image stream has a very high compression gain. This is because
only a few frames, namely the main group frames, contain image data that require consid-
erable bandwidth. The remaining frames require only a small fraction of the bandwidth
needed to represent the main group frames since they contain only correlation informa-
tion. The compression gain depends on the length of the image cycle. For a cycle of 15
frames, the compression gain of this scheme on a test image stream was approximately
40% greater than the corresponding compression gain of MPEG for the same recon-
structed image quality

CONCLUSIONS AND FUTURE WORK

The application of monocular compression schemes in compressing stereo images is sub-
optimal since the correlation between left and right images is not considered. This paper
describes new still and motion stereo compression schemes that are far more efficient than
monocular compression schemes in compressing stereo streams.

The still stereo image compression scheme, direct integration, requires only an addition of
3% to 6% more bandwidth than a single image to represent a still stereo image. A decom-
pressed still stereo image pair is of good stereoscopic image quality and exhibit essentially
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full depth resolution. A motion stereo image compression scheme is presented. It is unique
in the sense that the left-right image correlation along with stereoscopic properties of the
human visual system are used to achieve very high compression while retaining overall
stereoscopic image quality. The gain of the proposed motion stereo image compression
scheme was found to be about 40% greater than the corresponding compression gain of
MPEG for a test stereo image sequence

Future efforts are focussed on decreasing the computational load required for the imple-
mentation of these compression schemes. Efforts are also underway to evaluate the robust-
ness of the proposed compression schemes in handling different types of still and motion
stereo images.
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