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Vision

● Letter Recognition Model
○ EMNIST
○ Multi-CNN for accuracy

● Bounding Box/CV
○ 5x5 Gaussian Blur, dilation (lines thicker), 

open (remove noise) to get bounding box

Only use letters above lines for word

_ A T I _
                   (text input)



Getting GPT to Play

● Naive approach
○ GPT Hangman works out of the box
○ Only guesses most common English letters
○ Doesn’t think about the word

● Prompt Engineering
○ Very specific rules
○ Must guess one letter, English word
○ Provide justification → improves guess 

● Few-shot learning
○ Give a few examples of desired output
○ Forces GPT to match formatting
○ Encourages “thinking about” guesses; 

letters which are likely to make up a word



Results

● Success getting Cozmo to play and reasonably guess
● Difficulties:

○ Accurate CV Results
■ Noisy images, lighting, glares
■ Distinguishing lines/letters

○ Prompt Engineering
■ Extremely difficult to get reliable output
■ Would repeatedly guess used letters/non-English words

○ Proper Bounding Box
■ Attempting to match training set with padding
■ Could spill over onto line (e.g. misclassified T as I)



Extendable Work

● Improved Computer Vision
○ Average letter prediction across multiple frames
○ Augmenting dataset with lines

● Algorithms besides ChatGPT
○ Better suited for Hangman
○ Crossword solvers, hangman solvers



Cozmo in Action

https://www.youtube.com/watch?v=rQwKHhc6bYI 
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