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Today: implementing cache coherence

1 Wait... haven’t we talked about this before?

I Last week we talked about cache coherence protocols
- But our discussion was very abstract
- We described what messages/transactions needed to be sent
- We assumed messages/transactions were atomic - ()
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Today we will talk about efficiently
implementing an invalidation-based protocol
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The concepts in today’s lecture span much
more than just hardware implementation

I The challenges and techniques we describe today (trade-offs
between simplicity and performance, challenges of correctness in
a parallel system) apply equally well to writing parallel programs
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Review: MESI state transition diagram

PrRd/ -- )
PrWr/ -
> M ) "mrmmmmmmmmmm s ey
"\ (Modified) J "~~~ """
PriWr/
PrWr/ BusUgr "\ (eveluciva | 77T : : BusRd/flush

PrWr / BusRdX + BusRdX/ flush

PrRd / BusRd PrRd / BusRd U + BusRdX / -- . BusRdX/ --
(no other cache (another cache PrRd/-- . :
asserts shared) asserts shared) BusRd/ -- :

' E |
e |
€ - mmmmmmemmmmememmemesmemEmmm-———- 1
(MU 15-418/618,

Fall 2018



Reality: multi-level cache hierarchies

Recall Intel Core i7 hierarchy
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| Challenge: changes made to data at first
level cache may not be visible to second level
cache controller than snoops the
interconnect.

|  How might snooping work for a cache
hierarchy?

1. All caches snoop interconnect
independently? (inefficient)

2. Maintain “inclusion”
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The goals of our coherence implementation

1. Be correct
- Implements cache coherence
2. Achieve high performance

3. Minimize “cost” (e.g., minimize amount of extra
hardware needed to implement coherence)

As you will see...
Techniques that pursue high performance tend to make ensuring correctness tricky.
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What you should know

Concepts of deadlock, livelock, and starvation
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