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Abstract. This paper presents a technique for synthesizing emotional speech
based on an emotion-independent model which is called “average emotion”
model. The average emotion model is trained using a multi-emotion speech da-
tabase. Applying a MLLR-based model adaptation method, we can transform
the average emotion model to present the target emotion which is not included
in the training data. A multi-emotion speech database including four emotions,
“neutral”, “happiness”, “sadness”, and “anger”, is used in our experiment. The
results of subjective tests show that the average emotion model can effectively
synthesize neutral speech and can be adapted to the target emotion model using
very limited training data.

Keywords: average emotion model, model adaptation, affective space.

1 Introduction

With the development of speech synthesis techniques, the intelligibility and natural-
ness of the synthetic speech has been improved a lot in the last decades. However, it
is still a difficult problem for the TTS system to synthesize speech of various speakers
and speaking styles with a limited database. It is known that the HMM-based speech
synthesis can model speech for different speakers and speaking styles, and voice char-
acteristics of the synthetic speech can be converted from one speaker to another by
applying a model adaptation algorithm, such as the MLLR (Maximum Likelihood
Linear Regression) algorithm, with a small amount of speech uttered by the target
speaker [1], [2], [3]. Furthermore, the HMM-based emotional speech synthesis sys-
tems have been successfully constructed by directly training the models with enough
emotion data or adapting the source model to the target emotion model when only a
limited training data is available [4], [5].

We have realized a HMM-based speech synthesis system in which the LSP (Line
Spectral Pair) coefficients and the STRAIGHT analysis-synthesis algorithm are em-
ployed [6], [7]. Then, by realizing the MLLR-based model adaptation algorithm, we
provide our synthesis system with the ability of synthesizing voice of various speak-
ers with different styles [8]. As only a very limited amount of emotion training data is
acquired, we use the model adaptation method to construct our emotional speech
system. Commonly, the source model for emotion adaptation is trained using only
neutral speech data. But in this paper, we train an emotion-independent model using a
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multi-emotion speech database, which includes the neutral, happy and sad speech data
of a female speaker. Compared with the neutral model, the average emotion model
which considers the distributions of all emotions in the training data is a better cover-
age of the affective space. In fact, it takes the possible distribution of the target emo-
tion into account, so it can achieve a better adaptation performance than the neutral
model. The average emotion model is obtained using a shared decision tree clustering
method which assures all nodes of the decision tree always have training data of all
emotions [9]. Then we adapt the average emotion model to the target emotion model
using a small amount of target speech data and generate the target synthetic speech.

In the following part of this paper, a description of our HMM-based emotional
speech synthesis system is presented in section 2. Section 3 presents the speech data-
base information, the training set design and the results of subjective experiments,
while section 4 provides a final conclusion.

2 System Description

The framework of our HMM-based emotional speech synthesis system, shown in
Figure 1, is the same as the conventional HMM-based synthesis system except that an
average emotion model is used as the source model and a MLLR-based model adapta-
tion stage, using context clustering decision tree and appropriate regression matrix, is
added between the training stage and the synthesis stage.

In the training stage, the LSP coefficients and the logarithm of fundamental fre-
quency are extracted by the STRAIGHT analysis. Afterwards, their dynamic features
including delta and delta-delta coefficients are calculated. The MSD (multi-space
probability distribution) HMMs are introduced to model spectrum and pitch patterns
because of the discontinuity of pitch observations [10]. And state durations are mod-
eled by the multi-dimensional Gaussian distributions [11]. To obtain the average
emotion model, firstly, the context-dependent models without context clustering are
separately trained for each emotion. Then all these context-dependent emotion models
are clustered using a shared decision tree and the Gaussian pdfs of the average emo-
tion model is calculated by tying all emotions’ Gaussian pdfs at every node of the
tree. Finally, state duration distributions of the average emotion model are obtained
under the same clustering procedure.

In the adaptation stage, the spectrum, pitch and duration HMMs of the average
emotion model are all adapted to those of the target emotion. To achieve superseg-
mental feature adaptation, the context decision tree constructed in the training stage is
used to tie regression matrices. And because of the correlations between the LSP
coefficients of adjacent orders, the appropriate regression matrix format is adopted
according to the different amount of training data. At first, the spectrum and pitch
HMMs are adapted to the target emotion HMMs. Then, on the basis of the converted
spectrum and pitch HMMs, the target emotional utterances are segmented to get the
duration adaptation data. So that the duration model adaptation can be achieved.

In the synthesis stage, according to the given text to be synthesized, a sentence
HMM is constructed by concatenating the converted phoneme HMMs. From the sen-
tence HMM, the LSP and pitch parameter sequences are obtained using the speech



HMM-Based Emotional Speech Synthesis Using Average Emotion Model 235

parameter generation algorithm, where phoneme durations are determined based on
the state duration distributions. Finally, the generated parameter sequences of spec-
trum, converted from the LSP coefficients, and FO are put into the STRAIGHT de-
coder to synthesize the target emotion speech.
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Fig. 1. HMM-based emotional speech synthesis system

3 Experiment and Evaluation

3.1 Speech Database

We constructed a multi-emotion Chinese speech database of a female speaker includ-
ing four emotions, “neutral”, “happiness”, “sadness” and “anger”. There are phoneti-
cally balanced 1200 sentences for “neutral” and 400 sentences for each of the other
emotions. Contexts of all the emotion samples are different from each other. Firstly,
we evaluated whether the recorded speech samples were uttered in the intended emo-
tions. All the speech samples were randomly presented to ten listeners, and the listen-
ers were asked to select an emotion from the four emotions. The listeners were asked
to recognize the emotion of speech samples not by contexts but by acoustic presenta-
tions. Table 1 shows the classification rates for each emotion of the recorded speech.
We can find that most of the recorded speech can successfully represent the intended

emotions.
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Table 1. Classification results of the recorded natural speech

Classification (%)

Neutral Happy Sad Angry
Neutral 96.0 2.0 1.0 1.0
Happy 7.0 85.5 0.5 7.0
Sad 5.0 0 91.0 4.0
Angry 1.5 6.0 1.0 91.5

3.2 Training Set Design

In order to realize an average emotion model, a good coverage for the affective space
of the training data is expected. The affective space can be described with Russell’s
circumplex model [12], [13]. As illustrated in Figure 2, Russell has developed a
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Fig. 2. Circumplex model of affect as described by Russell (1980)

two dimensional circumplex model of affection that makes it straightforward to clas-
sify an emotion as close or distant from another one. He called the two dimensions
“valence” and “arousal”. These terms correspond to a positive/negative dimension
and an activity dimension respectively. As the multi-emotion database can only con-
tain several kinds of emotions sampled from the affective space, it is important to
choose the most representative emotions for training. In our experiment, the multi-
emotion database has four emotions, neutral, happiness, sadness, and anger. We de-
cide to use the speech data of neutral, happiness and sadness as the training data for
the average emotion model, because happiness that is a very positive emotion with
high arousal and sadness that is a very negative emotion with low arousal almost are
two corresponding emotions and can be a rational representation of the affective
space. Meanwhile, the angry speech data is left for model adaptation and evaluation.
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3.3 Experimental Conditions

The average emotion model is trained by 300 sentences of each emotion, including
neutral, happy and sad, selected from the multi-emotion database. A neutral model is
trained by 1000 neutral sentences selected from the multi-emotion database for com-
parison. And 100 angry sentences are used for the model adaptation and evaluation.
The speech is sampled at a rate of 16KHz. Spectrum and pitch is obtained by the
STRAIGHT analysis. Then they are converted to the LSP coefficients and the loga-
rithm Fo respectively, and their dynamic parameters are calculated. Finally, the fea-
ture vector of spectrum and pitch is composed of the 25-order LSP coefficients
including the zeroth coefficient, the logarithm Fo, as well as their delta and delta-delta
coefficients. We use the 5-state left-to-right no-skip HMMs in which the spectral part
of each state is modeled by the single diagonal Gaussian output distributions. The
duration feature vector is a 5 dimensional vector, corresponding to the 5-state HMMs,
and the state durations are modeled by the multi-dimensional Gaussian distributions.

3.4 Experiments on the Average Emotion Model and the Neutral Model

Table 2 shows the number of distributions of the average emotion model and the
neutral model after decision tree context clustering. Here, we set the weight for ad-
justing the number of parameters of the model during the shared decision tree context
clustering as 0.6. From the table, it can be seen that the two models have comparable
distributions.

Table 2. The number of distributions after context clustering

Neutral Model Average Emotion Model
Spectrum 3247 3115
FO 4541 5020
Duration 599 589

50 sentences of the synthetic speech generated by each model were also presented
to 10 listeners to choose the emotion from the four emotions and the result is illus-
trated in Table 3. It can be found that both the two models can effectively synthesize
neutral speech. However, the result of the neutral model is a little better than that of

Table 3. Classification results of the synthetic speech generated by the neutral model and the
average emotion model

Classification (%)

Neutral Happy Sad Angry

Neutral Model 92.2 5.7 2.1 0

Average Emotion
Model

84.2 5.0 10.1 0.7
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the average emotion model. Some of the synthetic speech generated by the average
emotion was misrecognized as sad. That may be because sadness has a better expres-
sion than happiness in the training data, as shown in Table 1, so that the average emo-
tion model has a slight bias towards sadness.

3.5 Experiments on the Emotion Adaptation

In the model adaptation stage, the neutral model or the average emotion model is
adapted to the target emotion model with 50 angry sentences which are not included
in the adaptation training data. The 3-block regression matrix is adopted and the re-
gression matrices are grouped using a context decision tree clustering method. First,
10 listeners were asked to recognize the emotion of 50 synthetic speech samples
generated by the two methods from the four emotions. The classification results are
presented in Table 4. It can be found that about 70% of the synthetic speech can by
successfully recognized by the listeners and the average emotion model has a better
adaptation performance.

Table 4. Classification results of the synthetic speech generated by the angry model adapted
from the neutral model and the average emotion model

Classification (%)

Neutral Happy Sad Angry
Neutral Model 16.7 2.3 104 70.6
Average Emotion 5 | 34 10.0 735

Model

Compared to the speech synthesized by the adapted average emotion model, some
speech samples generated by the adapted neutral model sound to be not natural especially
in prosody. Figure 3 demonstrates the FO contours of the synthetic speech generated from
the adapted neutral model and the adapted average emotion model respectively, mean-
while the FO contour of the target speech is also presented. The dotted red line pre-
sents the FO contour generated from the adapted neutral model while the solid
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Fig. 3. Comparison of FO contours generated by the angry model adapted from the neutral
model and the average emotion model
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blue line is the result of the adapted average emotion model and the solid black line is
the FO contour of target speech. We can see that the values of FO generated from the
adapted average emotion model are more similar to those of the target speech.

4 Conclusion

A HMM-based emotional speech synthesis system is realized using a model adapta-
tion method. At first, an average emotion model is trained using a multi-emotion
speech database. Then, the average emotion model is adapted to the target emotion
model with a small amount of training data using a MLLR-based model adaptation
technique in which a context decision tree is built to group HMMs of the average
emotion model. To compare the performance of the proposed method, a neutral model
is also trained and adapted. From the results of the subjective tests, it can be seen that
both methods can effectively synthesize the intended emotion speech. In addition, the
adaptation performance of the average emotion model is slightly better than that of
the neutral model.

If having more emotional speech data, there will be a better coverage of the affec-
tive space, so we can train a more reasonable average emotion model. Our future
work will focus on increasing the number of emotion categories in the multi-emotion
database and improving the performance of the average emotion model. At the same
time, various emotions will be selected as the target emotion to evaluate the effective-
ness of the average emotion model.
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