Researchers in AI have long studied planning, where an agent internally simulates possible actions to determine which action leads to the best future situation. The knowledge to predict results is called action. In general, action models are represented using rule-like data structures (think STRIPS) that describe the conditions under which the action can be executed, and the changes the action makes. Our hypothesis is that there are many forms of knowledge for action modeling, not just rule-like structures, and that these can be embedded within a unified task-independent framework where they are used opportunistically based on the knowledge and the task demands. In this talk, I describe such a framework based on the Soar cognitive architecture, where different processes and sources of knowledge are available for prediction, including rules, episodic memory, semantic memory, mental imagery, and general problem solving. I present results from two simple domains.
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