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Neural networks have rapidly become central to NLP systems, yet their limitations are poorly understood. In this talk, I will demonstrate how experimental paradigms from psycholinguistics can help us characterize the gaps between the abilities of neural systems and those of humans, by focusing on interpretable axes of generalization from the training set rather than on average test set performance. I will show evidence that RNN language models are able to process syntactic dependencies in typical sentences with considerable success, but when evaluated on syntactically controlled materials, their error rate increases sharply. I will then discuss ongoing work applying this paradigm to neural NLI (natural language inference) systems; this work again indicates that those systems generalize much more poorly than their test set performance would suggest.