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Artificial Intelligence (AI) and machine learning (ML) techniques are 
increasingly common in security applications, such as malware and intrusion 
detection. However, ML models are often susceptible to evasion attacks, in 
which an adversary makes changes to the input (such as malware) in order to 
avoid being detected. Commonly, evasion attacks on detection systems study 
such attacks through two modes of abstraction: 1) the entire decision pipeline 
is abstracted into measures of accuracy, false positives, and false negatives, 
ignoring the issue of how alerts are handled in practice where only a small 
subset can ever be closely examined, and 2) robustness of ML is studied using 
simplified feature-space models of attacks, where the attacker changes ML 
features directly to effect evasion, while minimizing or constraining the 
magnitude of this change.

In this talk, I will describe our recent studies of these two problems in 
evasion-robust detection. First, we investigate the effectiveness of “feature-
space” approaches to designing robust ML in the face of attacks that can be 
realized in actual malware (realizable attacks). We demonstrate that in the 
context of structure-based PDF malware detection, such techniques appear to 
have limited effectiveness. On the other hand, they are quite effective with 
content-based detectors. In either case, we show that augmenting the feature 
space models with conserved features (those that cannot be unilaterally 
modified without compromising malicious functionality) significantly improves 
performance. Finally, we show that feature space models can enable 
generalized robustness when faced with multiple realizable attacks, as 
compared to classifiers which are tuned to be robust to a specific realizable 
attack.

In the second part of the talk, I describe our work on deciding which of a 
large number of alerts to choose for further investigation---often a necessary 
step in the detection pipeline. Here, we propose a game theoretic model of 
the interaction between the investigation system and an attacker who chooses 
attacks to balance the likelihood of detection with attack value (based on its 
expected consequences). This game gives rise to complex dynamics, with 
combinatorial action and state spaces for both the investigator and 
attacker. Our approach for computing an equilibrium, and, consequently, the 
best investigation policy, in this game is a combination of an actor-critic 
reinforcement learning with a neural network function approximation for both 
actor and critic, and a double-oracle method. We use case studies in fraud 
detection and intrusion detection (the latter based on Suricata) to 
demonstrate the effectiveness of our approach.
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