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ABSTRACT The other approach is to represent images with non-
u o . verbal descriptions which can be reliably computed from
We_ Propose a new content-frge image retrieval r_nethod images. Typical such descriptions are image features based
Wh'Ch attempts to ?xplmt certal_n common tendencies thaton color, shape, and texture[1]. Conventional content-based
existamong people s interpretation of images irom userfeGdi'mage retrieval (CBIR) methods use these image features to
backs. The system S|mpl)_/ accumulates records of_user feedaefine image similarity. Finding a good set of features is
back and recycles them in the form of collaborative filter-

ing. We discuss various issues of image retrieval. arque forvery critical since the rest is built upon it. However, since
9 9 » argt we have not revealed human visual perception mechanisms,
the idea of content-free, and present results of experiment

N roposed features and image similarity measures are rather
The results indicate that the performance of content-freep P g y

. ) . . computer-centric. Interestingly, even such features work
image retrieval improves with the number of accumulated

feedback toerformi basic but tvoical tional reasonably well in some occasions, although they achieve
eedbacks, outpertorming a basic but typical conventiona severely limited success for most of cases. There is a differ-
content-based image retrieval system.

ence between what image features can distinguish and what
people perceive from the image. This difference, or the “se-
1. INTRODUCTION mantic gap,” is the core of the limitation. Human perception
of images is complex and seems to be dependent on context,
A picture is said to be worth a thousand words. If this state- purpose, and individual cases. Image representations need
ment is true, it is no wonder that computerized image re- to reflect such characteristics of human visual perception.
trieval is a challenging task. Many efforts have been made  Besides seeking for more suitable image features, many
in the last decade [1], and they reveal that a key to a capa+tesearchers have reported that improved results are obtained
ble image retrieval system is how to extract and describe theby incorporating user feedbacks into the content-based im-
image contents. age retrieval system [5][6]. Typically, as the system shows
One obvious approach is to describe the image contentghe retrieved images to the user, he/she tells the system which
verbally, typically keywords. Once the verbal descriptions images in the output are more relevant or less relevant to the
are obtained, text search techniques can be applied to requery. Given relevance feedbacks from a user, the system
trieve images in the database allowing query-by-keyword. determines which image features are to be used to duplicate
However, this assumption is seldom met; manual labeling the user’s decision and make changes to the parameters or
is too expensive and automatic methods are not reliable forweights in the underlying model of image similarity. The
the moment. Limited success is reported in automatic im- feedback procedures are repeated as necessary.
age classification [2]. Only few objects, such as faces or  We have proposed a new approach to image retrieval
cars can be recognized reliably from general images. Re-that uses user feedbacks in the form of interpretation rather
cent attempts to automatically learn the relations betweenthan through image features, thus directly utilizing human
image regions and keywords have not yet achieved satisfacperceptive power [7]. Relations among images are exploited
tory results [3]. Some researchers turned to alternative in-rather than the image “contents”. We adopt collaborative fil-
formation sources. For images on web pages, the use of filgering techniques to accumulate feedbacks of all users and
names, path names, and surrounding text has been proposadse them to help future users. By bypassing image features,
and deployed by commercial search engine companies. Ahrthe performance improvement will not be restricted by the
et al[4] has proposed a novel approach to combine manualpredefined capabilities of feature selection or object recog-
image labeling and network games. nition performance. We will name our approach “content-



free” image retrieval (CFIR) in order to illustrate the point algorithm developed by Zitnick [10]. Other representative
that it does not analyze image pixels. Naturally, the tradi- algorithms such as Bayes Net are also applicable.

tional “content-based” approach must be combined inthe fi-  Suppose there are n images in the database. The vari-
nal system, but we will explore and emphasize the “content- ablex; € X is a logical variable associated with imafe

free” aspect throughout this paper. We denoter; = 1 wheni-th imagel; is selected and; = 0
when; is not selected. The image retrieval problem is to
2 CONTENT-EREE IMAGE RETRIEVAL predict the probability ofc; = 1 given an observed con-
dition, such asXrp = {z; = 1,25, = 0}. We call such
2.1. Content-free Concept a condition setX p an evidence set More formally, im-

age retrieval problem is computing(z;, = 1|X g) for all
Relevance feedback methods have proven that humans cap, ¢ X, whereX ; = X — X 5. In subsequent discus-

play an important role in the success of image retrieval; sion, a notation forX  is omitted, when it is obvious, to
even simple user feedbacks help improve the performanceyyoid clutter.
of content-based image retrieval methods. The fundamen-  Since the possible combinations f&f are huge, there

tal reason for this is that human can provide consistent andwill not be enough data to estimate for &z, = 1| Xp).
reliable judgment of whether presented images are relevanizitnick showed that by maximizing &yi's entropy, the

to what he/she is looking for. By receiving the teaching sig- best estimation oP (z; = 1|X ) usingF = {fo, ..., f.},
nals, content-based methods can learn how to respond to thghich is a set of functions ofz1, ..., z,}, is obtained as a
query. However, we observe two different types of limita- weighted sum of the functions, that is,

tion in this scheme. Firstly, the selection of image feature

limits the capability of model-fitting. Secondly, several it- P(z; =1|Xg) ~ Z)\ijfj(XE) (1)
erations of feedbacks will not provide enough data to train J

a complex vision model. To utilize knowledge from users

more effectively, we omit image features and use the hu-Wwhere\;; are Lagrange coefficients whose values can be
man’s perceptual decisions themselves. computed fromX g and the pair-wise conditional occur-

Note that relevance feedbacks are tolerable amount offence probability matri¥> below. NoteP can be estimated
manual labor enforced on users to achieve their goa|_ Be-from the accumulated user feedbacks. ThUS, the estimate of
cause of this nature, each feedback carries little but reliable”’(z: = 1| X g) can be always computed. See [10] for more
information regarding how images are related to each other.detalils.
We believe that an effective image retrieval system can be
realized using only the usage history of users. We record
all of these feedbacks from all of the users. The aggregated P= : : . :
feedbacks should work as asynchronous voting on relations P(folfo) P(folfr) -+ P(folfe)
among images in the database. Once enough feedbacks are
accumulated, the system can learn and summarize those reP(fi|f;) denotesP(f;(X ) = 1|f;(Xg) = 1) for all
lations in a certain form. Subsequently the system retrievesX £. We setfo(X ) = 1 andfi(X g) = (z; = 1| X ).
relevant images for a new query from a new user using the
learned relations, and the result is expected to agree with the 3. PROOE OF CONCEPT
majority’s perception. Unlike the content-based approach,
this scheme lets all image processing and perception task$n order to test our idea, we build a simple CFIR system
be done by a population of users, and uses the learned rebased on the above collaborative filtering algorithm. We
lations from them to do the retrieval task. Hence the name:conducted a series of experiments to verify the basic con-
“content-free” approach. cept.

Some research efforts have been conducted in similar
concept. However, they used the accumulated user feeds 1 pata Collection of User Feedback
backs in content-based frameworks so that the performance
is restricted by image features [8][9]. A collection of judgments by people on whether certain im-
ages are relevant to each other within a set of images is
required to train a collaborative filtering system. Ideally,
the data should be obtained from actual usage history of a
The tool to accumulate user feedbacks and retrieve imageselevance-feedback system. Here, however, we prepared a
for a new query is collaborative filtering. Collaborative fil- special data collection program to facilitate the process.
tering is a technique to predict preferences of one person A set of 10,000 images were prepared from @wrel
from preferences of others. We use a collaborative filtering image library consisting of 50 images from each of 200

P(folfo) P(folfr) --- P(folfe)
. . . . @)

2.2. Collaborative Filtering
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Fig. 1. The interface for data collection of user feedback.

vendor-defined categories. Fifteen subjects were asked tc % 500 1000 1500 2000 2500

number of training data

form a group of images from 44 images on the screen, one

of which is highlighted to indicate the target image (See

Figure 1). The only instruction given was to select im- Fig. 2. Image retrieval performance with respect to the num-

ages “similar” to the target image and to each other. The ber of training data and the number of sample images.

similarity criterion or the number of similar images to be

selected wasot specified. Our data collection program is

designed to imitate content-based image retrieval processes. Finally, all accuracy(R) are averaged over the entire

The displayed images are intended to be initial retrieval re- test data to compute accuracy for the data set.

sults where a user is seeking images represented by the as-

sociated target image. accuracy = Z accuracy(R;) (4)
For each performed task, a recakds created, consist- 7

ing of the displayed image sé?, displayed ordeO, the

target imagd, and the user-selected image Set
3.3. Results

3.2. Evaluation Procedure and Performance Measure We evaluated the performance of our system using 2500
user feedback data from 25 subjects in leave-one-out scheme,
We evaluate our image retrieval method using the user datgp 4t is, we tested how well every 100 records from a single
collected in the previous section. For each entry of task datagpject can be predicted using records from the rest of 24
R ={D,0,1,5}, kimages from the selected image $et g pjects as training data. The described method was applied
are given to the system as a query Qefor Xp). If there 4 evajuate our collaborative-filtering based CFIR system as
are not enough images 8, [S| < k, then the session data \yg|| as a typical color-based CBIR system described in [5].

is not us.ed. i ) ) Figure 2 summarizes results of our expriment. Different
The image retrieval system ranks the imagediex-  mpers of sample images were given as quetie,(2, 5,
cluding the query images (i.e., imagesiin— Q). Theac- 54 10). The performance of CFIR system is also compared
curacy of the ranking for the task is defined as [10]. with a CBIR method and random ranking in Figure 2.
LI The results clearly show that the performance of the
accuracy(R) = i1 91, S)h(i) ©) content-free retrieval system improves as the number of feed-

Zﬁ‘fk h(7) back data provided increases. This indicates that the judg-
ments on image relations made by one group of users helps

whereh(i) = 2°=! andé(i,S) = 1 if i-th ranked image is  another group of users, and suggests that their decisions
in S, otherwise 0. more or less agree with each other.

The assumptions behind this measure are the following.
When using an image retrieval system, if a user submits one
of images inS as a query and receives a subsebdhclud- 4. DISCUSSIONS
ing some images frorfi, the user will most likely select the
images fromS' as relevant. Also, if the user receives only The experimental results appear promising, but still are very
images fromS in response to the query, the user will be preliminary. In this section we discuss a few critical issues
most satisfied. that need to be investigated further.



4.1. Cold Start Problem possibilities. We focused on user feedbacks in this paper,

but there are other bits of reliable information available in-

cluding text in web pages that are already exploited in other

gystems. Our ultimate goal is to collect all computational

powers from resources spread over networks both in time
nd space to accomplish a large-scale image retrieval task.
he resources are human users.

Collaborative filtering is a “cold start” solution. The system
needs some leadoff time to accumulates enough data befor
starting to produce meaningful output, but users may not
want to use it unless it provides anything useful. Related to
this topic, how to handle new images that have been adde
to the database is another issue.

One way to alleviate these difficulties is to use current
text or CBIR techniques in combination. Similarities be- 6. REFERENCES
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