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Machine Learning 10-701 
Tom M. Mitchell 

Machine Learning Department 
Carnegie Mellon University 

March 15, 2011 

Today: 

•  Computational Learning 
Theory 

•  Mistake bounds 

Recommended reading: 

•  Mitchell: Ch. 7  
•  suggested exercises: 7.1, 

7.2, 7.7 

* see Annual Conference on Learning Theory (COLT) 



2 



3 



4 



5 



6 

What You Should Know 
•  Sample complexity varies with the learning setting 

–  Learner actively queries trainer 
–  Examples arrive at random 
–  … 

•  Within the PAC learning setting, we can bound the probability that 
learner will output hypothesis with given error 
–  For ANY consistent learner (case where c ∈ H) 
–  For ANY “best fit” hypothesis (agnostic learning, where perhaps c not in H) 

•  VC dimension as measure of complexity of H 

•  Mistake bounds 

•  Conference on Learning Theory: http://www.learningtheory.org 
•  Avrim Blum’s course on Machine Learning Theory: 

–  http://www.cs.cmu.edu/~avrim/ML09/index.html 


