
Midterm Exam Review
Part 1

Xi Chen



TRUE/FALSE  QUESTIONS

• For a continuous random variable x and its probability distribution function p(x), it 
holds that 0<=p(x)<=1 for all x 

• The error of a hypothesis measured over its training set provides a pessimistically 
biased estimate of the true error of the hypothesis.

• Given m data points, the training error converges to the true error as m → ∞. 

• Maximizing the likelihood of logistic regression model yields multiple local 
optimums. 

• No classifier can do better than a naive Bayes classifier if the distribution of the data 
is known. 

• The correspondence between logistic regression and Gaussian Na�ve Bayes (with 
identity class covariances) means that there is a one-to-one correspondence 
between the parameters of the two classifiers                                 



Regression and bias/variance tradeoff

Suppose you have regression by a polynomial of degree 3. Characterize 
the bias-variance of the estimates of the following models on the data:

Bias Variance

Linear Regression Low / High Low / High

Polynomial Regression with degree 3 Low / High Low  / High

Polynomial Regression with degree 10 Low / High Low / High



Decision Tree Question (Spring 2006 Midterm Problem 2)



Logistic Regression Problem (Fall 2010 Midterm Problem 3)
(a) Regularizing w_2, training error 

(increase, remain the same, decrease)?
(b) Regularizing w_1, training error?
(c) Regularizing w_0, training error?
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