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Motivation 

 Ranking: match a query to document 
    (find documents that are most relevant to the query) 
 Most of the current methods use hand-coded features 
 Our Goal: learning to rank directly from words 

 Vector Space Model (query/document as vector) 

 Cosine similarity (relevance of a document to a query) 

 Does not deal with synonyms 
 No machine learning  

[B. Bai et al.  09]



Basic Model 

 Similarity Score (relevance of documents to a query) 

 Goal: 

 Generalization ability: 

 Memory issues: 
 Computational cost:  

     [D. Grangier   08] 
     [B. Bai et al.  09]



Training Framework 

 Data: 

 Learn W such that: 

 Margin rank loss: 

 Model: 

Sparsity Enforcing Regularization  



Training Algorithm 

 Stochastic (sub)Gradient Descent: 

 Mini-batch Shrinkage Strategy (every T iterations): 

 Refitting Step (                                            ) : 
     Fixing zeros elements and training the remaining elements without L1-

regularization       



Experimental Results 

 Ranking Performance (multi-class classification data, 
relate doc. are in the same class) 
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Experimental Results 

 Learned word-relationship from Sparse W (20 News Group) 


