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Background

 Vector Space  Model: 

 Latent Semantic Analysis:  
 D latent topics (dimensionality of the latent space)  
 LSA applies SVD to construct a rank-D approximation: 

 Projection Matrix:  
 Dimension reduction for a new document q: 

N Documents: 



Optimization Formulation for LSA

 Latent Semantic Analysis 

 Relaxed Optimization Formulation: 

 Sparse Latent Semantic Analysis: 

[K. Yu et al. 05] 



Sparse LSA

 Sparse LSA 

 Comparison to Sparse Coding 

Lasso Problem 
More Computation 
Time 

Simple Projection, Computational 
Efficient  



Advantage of Sparse LSA

 Better Interpretability:  
 Sparse LSA selects most relevant words for each topic (              ) 
 Compact representation of  topic-word relationship   

 Efficient Projection: 
 Sparse A        Efficient Projection for new documents:  

 Cheap Storage: 
 Cheap storage for sparse A 

 Sparse Projected Documents:  
 Document-Topic Relationship: 
 Advantage as compared to PCA: 

 Do not need to centralize X          destroy the sparsity of X 
 Do not need the covariance matrix                                      may not fit in the 
memory for large vocabulary size 



Optimization Method

 Alternating Approach 
 Fix U and optimize with respect to A: 

 Fix A and optimize with respect to U: 

 Closed-form Solution: 

[J. Friedman et al. 10] 

M independent lasso problem : Solved via Coordinate Descent  

   Note: 



Optimization Summary



Extension I : Nonnegative Sparse LSA



Extension II : Group Structured Sparse LSA

 Application: latent gene-function identification: determine 
relevant pathways (groups of genes) to a latent gene 
function (topic) 

 Group Structured Sparse LSA: 



Experimental  Setup

Methods Compared 
Traditional LSA 
Sparse Coding  (Code from Lee et. al. 07) 
Latent Dirichlet allocation  (LDA)   (Code from Blei et. al. 03) 
Sparse LSA 
Nonnegative Sparse LSA (NN Sparse LSA) 

Text Classification Data N (No. of Documents) M ( Vocabulary Size) 
20 news group (20NG)  
(alt.atheism  vs 
talk.religion.misc) 

1,425  17,390 

 RCV1 (20 classes) 15,564 7,413 

Topic-Word Relationship Data N (No. of 
Documents) 

M ( Vocabulary 
Size) 

NIPS Proceedings from 98 to 99 1,714 13,649 



Text Classification Performance

RCV1 20NG 



Efficiency and Storage

20NG 

Table entry : mean (std) 

RCV1  



Topic-Word Relationship

Nonnegative Sparse LSA LDA 
NIPS from 1988 to 1999 




