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Abstract

Protein-protein interactions (PPI) play a key role in determining the outcome of most cel-
lular processes. Correctly identifying and characterizing protein interactions and the net-
works they comprise is critical for understanding the molecular mechanisms within the
cell.

Large-scale biological experimental methods can directly and systematically detect the
set of interacting proteins within an organism. Unfortunately, the resulting datasets are
often incomplete and exhibit high false positive and false negative rates. In addition to
the direct experimental data, a number of large biological datasets also provide indirect
evidence about protein-interaction relationships. Thus computational approaches could be
utilized to combine multiple information sources in order to predict the sets of interacting
protein pairs and identify important biological substructures in this network.

In this dissertation, we first carry out a systematic study of the efficacy of using super-
vised learning methods to integrate direct and indirect biological evidence for predicting
pairwise protein interactions. The results indicate that the utility of information, the way
the data is encoded as features, the target types of protein interactions and the computa-
tional approaches used are all significant for predicting such interactions. We then propose
four learning algorithms for deriving PPI networks from different perspectives.

(I) A combined computational and experimental approach is proposed for predicting
interaction partners of human membrane receptors. The random forest binary classifier is
employed to determine if a potential receptor-human pair interacts or not. Biological feed-
back is used to optimize feature encoding and improve the accuracy of predictions. The
resulting receptor PPI network is then analyzed through graph property analysis, graph
module identification and protein-family related network pattern search. Several novel pre-
dictions are further experimentally validated. Our proposed framework shows that focusing
on specific subnetworks generates better predictions. The predicted network provides the
most reliable dataset on the network of interactions involving human membrane receptors
to date.

(II) Considering that PPI networks are highly sparse graphs and there is no large nega-
tive reference set (non-interacting pairs) available, we design a ranking approach to identify
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candidate interaction pairs that are ”similar” to known interacting pairs. Robust similarity
estimation is especially important here because of high noise rates and the problem of many
missing values in biological data. Our ranking method determines the degree of similarity
between protein pairs using a trained random forest model. The similarity is, then, used
by a weighted k-Nearest-Neighbor algorithm to rank candidate protein pairs. Applying the
algorithm on yeast data produces robust performance results that compare favorably with
previously suggested methods.

(III) A multiple-view learning strategy (referred to as ”Mixture of Feature Experts”)
is further proposed for predicting PPIs that takes into account the heterogeneous nature
of feature properties. First, features are split into roughly homogeneous groups. Then,
each individual group (called ”expert”) gives classification opinions and their scores are
combined using weighted voting. Different experts have different degrees of influence
on the prediction depending on the available features. When applied to yeast and human
species, this method improves upon the generally used methods, and the weighting of the
experts provides a means to evaluate the prediction based on high scoring feature experts.

(IV) ”Protein complex” (a special group formation) is one typical pattern contained in
protein-protein interaction networks. We present an algorithm for inferring protein com-
plexes based on graph topological patterns and biological properties. Each complex sub-
graph is modeled by using a probabilistic Bayesian Network. The derived log-likelihood
ratio is then used to score subgraphs in the protein interaction graph and to identify new
complexes. We apply this method to protein interaction data in yeast. Our algorithm re-
covers known complexes much better than previous clique-based algorithms.

In summary, our proposed algorithms provide strong computational tools for predicting
and analyzing protein-protein interaction networks. They have been applied successfully
in yeast and human, and have generated promising results. For instance, without the novel
interaction between rhodopsin and chemokines found by our computational approach, the
important functional implication of rhodopsin in the immune system would not have been
possibly discovered.
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Chapter 1

Introduction

In recent years, the human and other genome sequencing projects have generated vast

amounts of data that identified the existence of thousands of new gene products whose

functions and interrelationships are not yet known. The overall molecular architecture of

all organisms is largely mediated both structurally and functionally through the elaborate

coordination of protein-protein interactions. In particular, the distortion of protein interac-

tions may lead to the development of diseases. Thus correctly identifying the interrelation-

ship between proteins at the system level is urgent and necessary, since it would lead to a

better understanding of the functional properties that define real world behaviors of most

complex biological systems [1].

1.1 Motivation

Currently most protein interactions remain to be discovered [2, 3]. A number of large-scale

(or high-throughput) experimental approaches have been applied to define sets of inter-

acting proteins on a proteome-wide scale (details in Chapter 2). However, the generated

interaction datasets are often incomplete and highly noisy [2]. Also there is surprisingly

little convergence in the data generated by different detection methods, suggesting that they

are non-saturating, erroneous, or both [2].

Considering these limitations in experimental data and the urgent need to identify pro-

tein interrelationships at the system level, additional approaches are needed to accelerate

1



CHAPTER 1. INTRODUCTION 2

Figure 1.1: Three computational challenges in learning of protein interaction networks.
(a) With the majority of interactions missing, how to recover pairwise interaction edges
in the network is the first problem to solve. (b) Binary protein interactions predicted on
the proteome-wide scale could be assembled into large network topologies. It is important
to investigate the global properties of PPI networks and the biological implication behind
network properties. (c) Proteins often collaborate together as a unit (called ”complex”) to
exert specific functions. Finding complexes on PPI graphs is an important challenge.

the recovery of complex protein-interaction systems. Given the vast amount of available

biological evidence and the current representative ability of mathematical models, compu-

tational methods are gaining importance in almost all related research areas.

Figure 1.1 outlines an overview of three computational challenges covered in this dis-

sertation. The challenges, as explained below, correspond to different portions of the entire

PPI graph. Careful data analysis and correct problem formulation are necessary to build

successful computational algorithms for these tasks.

• (a) The majority of protein interactions are still unknown. The first crucial problem

to be solved is how to recover missing edges (pairwise protein-protein interactions).

• (b) Binary protein interactions predicted on a proteome-wide scale could be assem-

bled into large network topologies. The global properties of PPI networks across

species are needed to decipher the biological implications behind network proper-

ties. Related topics of interests also include the network implications for the stability
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of biological systems.

• (c) Proteins often collaborate together and form stable associations as a group (called

”complex”). Subgroups or complexes within the interaction network often appear as

subgraph patterns. Identification of such complexes on PPI graphs is an important

challenge in understanding the cell.

1.2 Thesis Overview

Computationally, protein-protein interaction (PPI) networks can be conveniently modeled

as undirected graphs, where the nodes are proteins and any two nodes are connected by

an undirected edge, if the corresponding proteins bind physically. Currently, this graph

contains many noisy edges, a large portion of which are missing. However since a number

of large scale biological datasets provide indirect evidence for protein interaction relation-

ships, we could integrate the available information sources to recover and analyze PPI

networks.

This dissertation focuses primarily on three challenges (Figure 1.1): (1) To infer how

likely each possible pair of proteins interacts; (2) To identify significant substructures

(called ”complexes”) on the PPI graphs; (3) To analyze the global properties of the in-

teraction graphs.

Thesis Statement: This dissertation provides a systematic computational framework for

discovering protein-protein interactions (PPI) and for identifying important patterns within

PPI networks. The computational predictions yielded by this framework suggest a number

of novel biological hypotheses that have been verified with subsequent laboratory experi-

mentations.

A systematic study and four novel methods are proposed and have been applied in

multiple species. These techniques can be very useful for choosing potential targets for

experimental screening or for validating experimental data.
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Systematic Study of PPI Prediction through Information Fusion By transforming

multiple direct and indirect biological data sources into a feature vector representing ev-

ery pair of proteins, the task of predicting pairwise protein interactions can be formalized

as a binary classification problem. Many different research groups have independently

suggested using supervised learning methods for predicting protein interactions. However,

the data sources, approaches and the means of implementations have varied widely. The

protein interaction prediction task itself can be sub-divided into predictions of (1) physical

interaction, (2) co-complex relationship and (3) pathway co-membership. To systemati-

cally investigate the utility of different data sources and how the data is encoded as features

for predicting each of these types of protein interactions, a large set of biological features

was assembled and their encoding was varied for use in each of the three prediction tasks.

Different classifiers were used to assess the accuracy in predicting interactions. For all clas-

sifiers, the three prediction tasks had different success rates. Independently of prediction

task, the random forest classifier consistently ranked as one of the top two methods. In ad-

dition, the importance of different biological datasets also varies across specific interaction

tasks and styles for encoding features. (Related paper: [4])

Subnetwork PPI Prediction by A Combined Computational and Experimental Ap-
proach Membrane receptor-activated signal transduction pathways play an essential role

in both cellular functions and disease mechanisms of humans. Thus far, identification of

the full set of proteins interacting with membrane receptors by high-throughput experi-

mental means has been impossible because methods used to directly identify protein inter-

actions can’t generally be applied to membrane proteins. We instead design a combined

framework to investigate protein-protein interactions related to human membrane receptors

both computationally and experimentally. First we extract features from diverse biological

data sources, including sequence, structure, function and genomic information. We pre-

dict specific interactions involving receptors using the random forest applied to the binary

classification task of whether two proteins interact or not. Biological feedbacks have been

used both to optimize feature encoding and to improve the predictions. The interactions

determined for all human membrane receptors make up the human membrane receptor net-

work. By analyzing global-level properties of this network we then identify receptor hubs,
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reveal strongly interacting clusters, highlight the abundance of receptor-receptor interac-

tions, and identify ligands shared between receptors. Finally, we have validated some of

the predictions made by the classifier experimentally. Our prosed framework clearly shows

that focusing on specific subnetworks generates better predictions than treating this PPI

prediction in human generally. The predicted network provides a reliable dataset on the

network of interactions involving human membrane receptors. (Related papers: [5, 6, 7]).

PPI Prediction through Ranking The distribution between PPI pairs and the non-

interacting protein pairs in the above classification setting is highly skewed. Also when

considering that there is no large negative reference set (non-interacting pairs) available,

we present a ranking approach to identify candidate interaction pairs that are ”similar” to

known interacting protein pairs. Estimation of robust similarity is especially important be-

cause of high noise rates and heavy missing value problems associated with the biological

features used. A novel method is proposed to compute such similarities in order to classify

pairs of proteins as either interacting or not. Our method uses direct and indirect infor-

mation about interaction pairs to construct a random decision forest from a training set.

The resulting forest is then used to determine the similarity between protein pairs and this

similarity is incorporated into a classification algorithm (a modified k-Nearest-Neighbor)

to classify protein pairs. Testing the algorithm on yeast data indicates that the performance

of this approach compares favorably with previously suggested methods for this task, veri-

fying the importance of robust similarity as well. (Related paper: [8])

PPI Prediction from Multiple-View Learning When integrating direct and indirect data

to predict interactions, most proposed methods utilize a common classifier for all pairs.

However, due to missing data and high redundancy among the features used, different

protein pairs may benefit from the use of different features based on the set of attributes

available. In addition, in many cases it is hard to directly determine which of the data

sources contribute to a prediction. This information is important for biologists using these

predications in the design of new experiments. To address these challenges we propose a

multiple-view classification strategy for protein-protein interaction prediction, called ”Mix-

ture of Feature Experts”. We split the features into roughly homogeneous sets of feature
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groups (called ”experts”). Logistic regression is used on each individual expert and the

resulting scores (opinions) are combined through weighted voting to generate the final de-

cision (using another logistic regression). When combining the scores, the weighting of

each expert depends on the set of input attributes available for that pair. Thus, different

experts will have more or less influence on the prediction depending on the available fea-

tures. We have applied our method to predict the set of interacting proteins in yeast and

human. Our results improve upon the results obtained using previous methods for this task.

In addition, the weighting of the experts provides ways to evaluate a specific prediction

based on high scoring feature experts. (Related papers: [9, 10])

Complex Identification by Supervised Graph Clustering Protein complexes integrate

multiple gene products to coordinate various biological functions. Given a graph repre-

senting all pairwise protein interactions, one can search for subgraphs to identify protein

complexes. Previous methods for performing such a search were based on the assumption

that complexes would form a clique in the PPI graph. While this assumption is true for

some complexes, it does not hold for many others. New algorithms are required to recover

complexes having other types of topological structure. We present an algorithm for in-

ferring protein complexes from weighted interaction graphs. By using graph topological

patterns and biological properties as features, we model each complex subgraph by a prob-

abilistic Bayesian Network (BN). We then use a training set of known complexes to learn

the parameters of this BN model. The log-likelihood ratio derived from the BN is then used

to score subgraphs in the protein interaction graph and identify new complexes. A heuris-

tic local search strategy is proposed to identify potential complexes. We have applied our

method to protein interaction data in yeast. As we will show our algorithm achieves a con-

siderable improvement over clique based algorithms in terms of its ability to recover known

complexes. We then investigate some of the new complexes predicted by our algorithm and

find that they likely represent true complexes. (Related paper: [11])



CHAPTER 1. INTRODUCTION 7

1.3 Thesis Organization

Chapter 2 provides a brief introduction to biological background on protein interactions

and PPI networks. Chapter 3 summarizes the related literature and describes our system-

atic comparison of predicting pairwise PPIs through information fusion. Chapter 4 presents

a combined approach for detecting PPIs for human membrane receptors and explains how

we chose computational predictions for biological validations. In Chapter 5, we describe a

ranking strategy for PPI predictions. Chapter 6 illustrates the ”Mixture of Feature Experts”

method which identifies PPIs through a weighted voting of multiple views. It provides

guiding information to help the design of laboratory experiments relating to PPIs. Chap-

ter 7 presents our work on identifying protein complexes in the protein interaction network

through supervised graph analysis. Chapter 8 summarizes the contributions of the research

described in this dissertation and discusses potential improvements and interesting future

projects.



Chapter 2

Biological Background

A brief introduction of the motivation of this dissertation has been made in Chapter 1. Then

in this chapter, we present basic information about proteins, protein-protein interactions,

protein interaction networks, and other related biological interactions.

The term ”protein-protein interactions” (PPI) refers to the association of protein molecules

with each other. The associations are interesting from multiple perspectives such as general

research areas like biochemistry and biophysics, specific biological processes and path-

ways such as signal transduction pathways, and system-level studies of networks on the

organism-wide scale.

2.1 Proteins and Protein Function

Proteins are biosynthetic polymers composed of covalently connected amino acid units.

They are involved in practically every function performed by a cell. Several important

functional classes include [12]: (1) enzymes, which catalyze, for example, the many of the

reactions of metabolism; (2) structural proteins, such as collagen which is the main protein

of connective tissue in animals; (3) regulatory proteins, such as transcription factors that

regulate the transcription of genes; (4) signalling molecules, such as certain hormones, like

insulin, and their receptors; and (5) defensive proteins such as antibodies of the immune

system.

Owing to the advent of high-throughput sequencing techniques, the complete sequences

8
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of several genomes are now known. However, the biological function of a large proportion

of sequenced proteins remains to be identified. Moreover, a given protein may have more

than one function, so many proteins that are known to be in some class may have as yet

undiscovered functionalities. Predicting protein functions is one of the most important

challenges of current computational biology research. To facilitate such research, various

biological data could be used, including sequence, gene expression patterns, phylogenetic

profiles, domain fusions and so on.

Protein-protein interactions operate at almost every level of cellular functions. Thus,

implications about function can often be made via protein-protein interaction studies. These

inferences are based on the premise that the function of unknown proteins may be discov-

ered through studying their interaction with a known protein target having a known function

[13, 14, 15]. The study of protein interactions will help us understand how proteins function

within the cell.

2.2 Protein-Protein Interaction (PPI)

Though some percent of proteins can be expected to work in relative isolation, the major-

ity operate in coordination with other proteins in PPI networks to arrange the processes

revolving around cellular structure and function. These processes include cell cycle con-

trol, differentiation, protein folding, signaling, transcription, translation, post-translational

modification, and transport [15]. Protein interactions play key roles in these processes.

For instance, signals from the exterior of a cell to the inside of that cell are conveyed by

protein-protein interactions of the signaling molecules. This process, called signal trans-

duction, plays a fundamental role in many biological processes and in many diseases (e.g.,

cancer). A protein may modify another protein via interaction. For example, a protein

kinase will add a phosphate to a target protein. Such modification of proteins can itself

change protein-protein interactions. Given protein-protein interactions are of central im-

portance for virtually every process in a living cell, information about these interactions

improves our understanding of diseases and can provide the basis for new therapeutic ap-

proaches [16].
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To properly understand the significance of protein-protein interactions in the cell, one

needs to identify different types of interactions, understand the extent to which they take

place in the cell, and determine their consequences.

Types of Protein Interactions Protein interactions can be classified based on a number

of different features [16]:

• Their strength: stable or transient. Stable and transient interactions can be either

strong or weak [14]. (1) Stable interactions are usually associated with proteins that

are purified as multi-subunit complexes. Stable interactions are best studied by co-

immunoprecipitation, pull-down or far-Western methods [13] (Table 2.1). (2) Tran-

sient interactions are believed to control the majority of cellular processes. As the

name implies, transient interactions are on/off or temporary in nature and typically

require a set of conditions that stimulate the interaction. Transient interactions can

be captured by cross-linking or label-transfer methods [13] (Table 2.1).

• Their specificity: specific or nonspecific. A specific interaction means that one pro-

tein could only interact with another specific protein partner.

• The similarity between interacting subunits: homo-oligomers or hetero-oligomers.

A protein complex made of several different protein subunits is called a hetero-

oligomer. When only one type of protein subunit is used in the complex, it is called

homo-oligomer.

Protein Interaction Network To understand complex phenomena of protein-protein in-

teractions in the cell, researchers often assemble the available protein-protein interactions

of a certain species and analyze the system (also known as ”protein interactome”) from

several different perspectives, which are illustrated by Figure 2.1 (adapted from [1]).

• (a) To gain a comprehensive understanding of the mechanisms underlying a biolog-

ical function, researchers often investigate one or several protein interactions at a

time. These are referred as small-scale experiments.
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Figure 2.1: Overview of the protein interaction network (Modified from Figure 1 of [1],
included as background information only.). (a) Binary protein interactions can be assessed
at small scale for a comprehensive understanding of the mechanisms and functional purpose
of an interaction. (b) Experiments on a genome-wide scale could test hundreds/thousands
of protein interactions at one time and be assembled into large network topologies. (c)
Some biological functions require the formation of stable complexes of multiple protein
units, as is the case (for instance the proteasome). (d) Some interactions occur only if
other interactions have taken place prior. This is often the case during signal transduction
processes and such logically connected interactions are referred to as pathways (such as the
MAPK signaling pathway).

• (b) Recently large-scale yeast two-hybrid (Y2H) screening analysis has been applied

to several model species to detect interactions across the entire proteome (all possible

proteins) of an organism. The resulting thousands of protein interactions allow to

construct a topological skeleton of the entire protein interaction network.

• (c) Within the interaction network, some proteins form associations with multiple

protein binding partners to build what is referred to as complexes. In a complex,

proteins are in close proximity to allow them to work together (for instance, the

proteasome complex). Often these complexes can be stable units, that do not change
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significantly in composition over time, while others are highly dynamic and the com-

position changes as a function of the state in which a cell is. Large-scale proteomic

studies that used comprehensive methods of affinity tagging and purification have

been remarkably successful at identifying the components of complexes.

• (d) Some interactions such as can be observed in many signaling pathways (like the

MAPK signaling pathway) follow logically on another. As the example shown in

Figure 2.1d, MEK only phosphorylates MAPK, if MEK was activated by Raf and

Raf prior by Ras. In such pathways, interactions are often transient and occur only

under the right circumstances. Transient interactions are generally under-studied by

most large-scale experimental procedures.

2.3 Biological Experiments for PPI Detection

Because of their importance in development and disease, protein-protein interactions have

been the object of intense research in recent years. The interactions among proteins can take

on many forms (e.g., be subject to the same regulation, have an impact on functions of one

another, or occur in a common pathway), and many proteins only operate in complexes and

through physical contact with other proteins. These factors have prompted the development

of various experimental methods for detecting protein-protein interactions [13, 16].

2.3.1 Small-scale PPI Experiments

Traditionally, protein interactions have been studied individually through the use of ge-

netic, biochemical and biophysical techniques (also termed small-scale methods) [13].

Small-scale experiments to select and detect proteins that bind to other proteins could be

performed by measuring the natural affinity of binding partners through either in vitro ap-

proaches or in vivo by the yeast two-hybrid system [16].

In vitro methods: In vitro means performing a given experiment in a controlled environ-

ment outside of a living organism. All methods have their advantages and disadvantages
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Table 2.1: Widely employed in vitro biological experimental methods for identifying
protein-protein interactions [13, 16].

Method Name Short Description
Protein Arrays Antibody-based or bait-based arrays detect interactions

of proteins from complex mixtures
Surface Plasmon Resonance Relate binding to small changes in laser light reflected

from gold surfaces where a bait protein is attached
Co-Immunoprecipitations A purification procedure to determine if two

different proteins interact
FRET Fluorescence Resonance Energy Transfer (FRET) studies the

transfer of two interacting proteins carrying fluorescence labels
Label Transfer Tag a known protein with a detectable label, then detect

interaction partners by the presence of the label
Far Western Employ non-antibody proteins to detect the

protein(s) of interest on the blot
NMR Nuclear Magnetic Resonance (NMR) provides insights

into the dynamic interaction of proteins in solution
X-ray Crystallography Crystallization of the interacting complex allows

definition of the interaction structure

and generally provide complementary information. Together they can provide valuable in-

sights into protein interactions [13]. Widely employed methods are briefly listed below and

in Table 2.1.

• Experimental techniques used in identifying novel/unknown interactions involve sur-

face plasmon resonance and/or pull down assays (e.g., co-immunoprecipitations).

• Techniques used for confirming known/predicted interactions include FRET (fluo-

rescence resonance energy transfer), label-transfer and far-western analysis.

• Nuclear Magnetic Resonance (NMR) and X-ray Crystallography, are employed to

investigate interactions at the atomic level (the vast majority binary interactions).
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Figure 2.2: The yeast-two-hybrid system. (a). The DNA-binding domain hybrid does
not activate transcription if protein ”Bait” does not contain an activation domain. The
activation domain hybrid does not activate transcription either because it does not localize
to the DNA-binding site. (b). Interaction between ”Bait” and other proteins form a libray
brings the activation domain into close proximity to the DNA-binding site and results in
transcription of a reporter gene.

In vivo systems: In vivo refers to a reaction that is taking place inside an organism. The

most widely used in vivo system to study protein interactions is the ”yeast two-hybrid”

(Y2H) system. The Y2H uses the transcription process to identify protein interactions (see

further details below). Interactions indicated by this approach often require the confirma-

tion from in vitro methods to increase the confidence in the interactions.

The principle of the Y2H method is presented in Figure 2.2. Pairs of proteins to be

tested for interaction are expressed as fusion proteins (hybrids) in yeast. The bait protein

is fused to a transcription factor DNA binding domain, the other protein, the prey protein,

is fused to a transcription factor activation domain. When expressed in a yeast cell con-

taining the appropriate reporter gene, interaction of the bait with the prey brings the DNA

binding domain and the activation domain into close proximity, creating a functional tran-

scription factor. This triggers transcription of the reporter gene. The interaction can then

be detected by expression of the linked reporter genes [14, 13, 16]. Numerous variations

of Y2H have been developed, including systems with several reporter genes or systems

having one-hybrid and three-hybrids.

The Y2H technique has been used extensively both on the large-scale (see Section

2.3.2 below) and for individual interaction experiments. It has been successfully applied to

several organisms (details in Section 2.3.2).

Usually, a combination of different techniques is necessary to validate, characterize
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and confirm protein interactions. Previously unknown proteins may be discovered by their

association with one or more known proteins. Protein interaction analysis may also uncover

unique, or unforeseen functional roles for well-known proteins [14, 16].

2.3.2 Large-scale PPI Experiments

The speed at which new proteins are being discovered or predicted has created a need for

methods that can detect high-throughput or ’large-scale’ interaction data. In the last sev-

eral years, methods that can globally tackle the problem have been introduced, resulting in

a vast amount of new interaction data [2]. The Y2H assay and complex purification detec-

tion techniques using mass spectrometry are the two most popular approaches successfully

applied on a large scale.

Yeast-Two-Hybrid (Y2H) assay Y2H screens [17, 18, 19, 20], the principle of which is

described above and in Figure 2.2, have been used to detect pairwise binary interactions

systematically at large scale. For screening entire genomes, two main approaches were

used to extend the small-scale Y2H method: matrix-based and library-based [16].

• In the matrix approach, a matrix of prey clones is created in which each clone ex-

presses a particular prey protein at one position of a plate. Then, each bait is mated

with an array of prey strains and those diploids where two proteins interact are se-

lected based on the expression of a reporter gene and the position on a plate.

• In the library approach, each bait is screened against an undefined prey library con-

taining random cDNA fragments. Diploid positives are selected based on their ability

to grow on specific substrates; and interacting proteins are determined by DNA se-

quencing techniques.

The first two large-scale Y2H analyses were carried out in yeast and revealed 692 and

841 putative interactions, respectively [17, 18]. The overlap between these two experimen-

tal studies was very small, limited to only 141 interactions ( 20%). Y2H array approaches

have recently been extended to fly, worm and human proteins [21, 20]. This method is
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an in vivo technique, where transient and unstable interactions can be detected. However,

this technique could easily miss certain interactions due to insufficient depth of screening

and misfolding of the fusion proteins. In addition, it takes place in the nucleus, so many

proteins are not in their native compartment.

Figure 2.3: Protein complex purification and identification techniques using mass spec-
trometry by [22, 23, 24]. The approach involves four steps: (a) An ’affinity tag’ is first
attached to a target protein. (b) Bait proteins are systematically precipitated. (c) Purified
protein complexes are resolved, so that proteins become separated according to mass. (d)
Proteins are detected and analyzed by mass spectrometry techniques.

Mass spectrometry of purified complexes Protein complex purification and identifi-

cation techniques using mass spectrometry [22, 23, 24] are employed to reveal the com-

ponents of protein complexes, i.e. multiple proteins that interact with each other mostly

directly but also indirectly. Figure 2.3 describes the process of this method: (a) Individual

proteins are tagged and used as baits to biochemically purify whole protein complexes.

(b) Bait proteins are systematically precipitated, along with any associated proteins, on an

”affinity column”. (c) Purified protein complexes are resolved by one-dimensional SDS-

PAGE (a technique that involves running an electric charge through the complexes on a gel,

so that proteins become separated according to mass). (d) Proteins are excised from the gel,

digested with an enzyme, typically trypsin, and the digest is analyzed by mass spectrome-

try. Database-search algorithms are then used to identify specific proteins from their mass

spectra.
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For large-scale mass spectrometry based protein complex purification techniques, their

advantages include: several members of a complex can be tagged at once by this technique,

and it detects real complexes in physiological settings. However, these methods may miss

complexes that are not present under the given conditions. Also tagging may disturb com-

plex formation, and weakly associated components may dissociate and escape detection.

In general, large-scale experiments have generated promising results and are chiefly

responsible for the relatively large amount of direct protein protein interaction evidences.

However, these datasets are often incomplete and noisy [2]. It is fair to say that high-

throughput interaction studies are generally difficult to reproduce. For these reasons, large-

scale interaction studies are frequently criticized.

2.4 Availability of PPI Data

Even though much effort has been spent on the study of the interaction between proteins,

current experimental PPI data is still preliminary, both in terms of the quality as well as

quantity.

Quality of high-throughput data von Mering et al. [2] undertook a comprehensive

analysis to compare different yeast PPI sets with each other and with a reference set of pre-

viously reported protein interactions. Their goal was to measure the accuracy and potential

as well as to identify biases, strengths and weaknesses. They found that among approxi-

mately 80,000 interactions between yeast proteins available from different high-throughput

methods, only a surprisingly small number (about 2,400 pairs) were supported by more than

one method. This suggests that either the methods may not have reached saturation, or that

many of the methods produced a high proportion of false positives. They also estimated

that more than half of all current high-throughput data were spurious (see Figure 2.4). For

example as shown in Figure 2.4, a filtered yeast two-hybrid dataset showed medium accu-

racy as compared to the benchmark and its fraction of false positives was predicted to be

about 50%. Different methods may have difficulties for certain types of interactions. Thus,

to increase the coverage and to improve the confidence in detected or predicted protein
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Figure 2.4: Quantitative comparison of interaction data sets in yeast. Figure from [2]’s Fig-
ure 2, included as background information only. The various Yeast data sets were bench-
marked against a reference set of 10,907 trusted interactions. Each dot in the graph rep-
resented an entire interaction data set, and its position specifies the coverage and accuracy
(on a logClog scale).

interactions, as many complementary methods as possible should be used.

Yeast PPI databases The Yeast Proteome Database (YPD) [25, 2] represented the first

systematic effort to compile protein-interaction and other data from the literature; YPD

is now available only on a subscription basis. A number of other important databases

(Table 2.2) that curate protein and genetic interactions of yeast from the literature have

been developed, including the Munich Information Center for Protein Sequences (MIPS)

database [26], the Molecular Interactions (MINT) database [25], the IntAct database [25],

the Database of Interacting Proteins (DIP), the Biomolecular Interaction Network Database

(BIND) [27], and the BioGRID database [28].

Human PPI databases A number of public repositories for human PPIs are currently

available, including the databases: BIND, DIP, IntAct, MINT and MIPS databases [3],

described above for yeast. There exists also a specific database for human protein interac-

tions, the Human Protein Reference Database (HPRD) [29]. These databases are listed in

Table 2.2. Each of these databases has its own unique features with a large variation in the



CHAPTER 2. BIOLOGICAL BACKGROUND 19

Table 2.2: Recent Public PPI Databases. The third column describes the type of PPI data
contained in each database: H (high-throughput experimental data), M (manual curation), F
(functional predictions). More details and databases related to other interaction information
are listed in [25].

Database Name Num. of PPIs Type URL
BioGRID 116,000 H,M http://www.thebiogrid.org
DIP 55,733 H http://dip.doe-mbl.ucla.edu
BIND 83,517 H,M http://bind.ca
MIPS 15,488 H,M,F http://mips.gsf.de/services/ppi
HPRD 33,710 H,M http://www.hprd.org
MINT 71,854 H,M http://mint.bio.uniroma2.it/mint
IntAct 68,165 H,M http://www.ebi.ac.uk/intact
STRING 730,000 H,F http://string.embl.de

type and depth of their annotations. Currently available human PPI sets can be divided into

three classes [3]: (1) Obtained from literature search [30, 31]; (2) Derived from interactions

between orthologous proteins in other organisms [32, 33]; (3) Based on large scans using

yeast-two-hybrid (Y2H) assays [19, 34]. Each of these different strategies has its advan-

tages as well as disadvantages. For example, Y2H-based mapping approaches offer rapid

screens containing thousands of proteins, but the data may have high false-positive rates.

All interaction maps implied considerable selection and detection biases [3]. A compari-

son between these human PPI datasets reveals that there is only a small, but nonetheless

statistically significant overlap.

Shoemaker and Panchenko wrote a valuable review of PPI databases in 2007 [25]. They

found that interactions recorded in all these databases represented only part of the primary

literature.
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2.5 Related Biological Interactions

Most of a cell’s biological characteristics arise from interactions between its numerous

constituents, including the proteins, small molecules, membranes DNA and RNA. There-

fore, a key challenge for biology is to understand the structure and the dynamics of the

complex intercellular graph of interactions that contribute to the structure and function of

a living cell [35]. Besides protein-protein interactions, there are other types of biological

interactions also important for the cell.

Genetic interactions Genetic interactions combine functional relationships among genes

revealed by the phenotype of cells carrying combined mutations of those genes. Reg-

uly et al. [28] have divided the phenotypes into eight categories (dosage growth defect,

dosage lethality, dosage rescue, phenotypic enhancement, phenotypic suppression, syn-

thetic growth defect, synthetic lethality, synthetic rescue). The synthetic genetic array

(SGA) and synthetic lethal analysis by microarray (dSLAM) methods were used to sys-

tematically uncover synthetic lethal genetic interactions, in which a group of non-lethal

gene mutations combine to cause inviability. The BioGRID database [28] provides a com-

prehensive curation of reliable genetic interactions from the current primary biomedical

literature.

Protein-DNA or protein-RNA interactions Protein-RNA and protein-DNA interactions

are involved in several processes essential to normal cell function [14]. These interactions

are integrated into key cellular processes including transcription, translation, regulation

of gene expression, recognition, replication, recombination, repair, and etc. DNA, as the

genetic repository of information, requires interaction with proteins for the genetic infor-

mation to be extracted and utilized timely within the cell. DNA or RNA-binding proteins

are commonly used to recognize and manipulate DNA or RNA structures. Transcription

complex formation, initiation of transcription, and translation of messenger RNA to the

proteins, all involve formation of protein to nucleic acid complexes containing either DNA

or RNA. These complexes naturally play an essential role in the regulation of protein ex-

pression.
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Note: Since we are focusing on protein-protein interactions in this dissertation, terms

like ”protein interaction” or ”protein interaction networks” in the following chapters refer

to protein-protein interactions only.



Chapter 3

Related Work

The biological background of PPIs has been introduced in the previous chapter (Chapter 2).

Then, this chapter summarizes the literature related to prediction of protein interactions in

general and presents a systematic study of key issues related to pairwise PPI predictions

using information-integration strategy.

3.1 PPI Prediction by Information Integration

To understand the working mechanism of the cell, it is vital to accurately characterize

the set of protein interactions in a given proteome. The basic units of protein interaction

networks are binary edges which represent physical binding between the members of each

pair. Thus, to study the whole PPI network, we start by first identifying each of the edges

in possible protein pairs.

It has been pointed out that high-throughput experimental interaction data can exhibit

high false positive and false negative rates. Traditional small-scale experiments are costly

and laborious [13]. As a result, most of the possible protein interactions have not be dis-

covered experimentally.

22
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Figure 3.1: An example of protein interaction prediction from indirect evidence: Gene
neighborhood approach.

3.1.1 Prediction from Indirect Evidence

In addition to experiments that directly test for PPIs, there are many indirect sources that

may contain information about PPIs as well. For example, it has been shown that many

interacting pairs are co-expressed [2] and that expression of proteins found in the same

complex in some cases can be controlled by the same transcription factor(s) [36]. Sequence

data has also been used to infer such interactions (for example by relying on domain-

domain interactions or structure information [37]). Many other characteristics of a gene or

protein pair also have predictive values. Each of these datasets provides partial information

about the interacting pairs. A series of recent approaches investigated the utility of various

indirect datasets for the inference of PPI pairs. These include:

• Over-represented domain pairs or motif pairs observed in interacting protein pairs

have been studied and used to infer PPI interactions [38, 39, 40, 41, 42, 43].

• Protein structural information have been incorporated for predicting potential PPIs

[44, 45]. Conservations of pairs of sequence patches involved in PPI interface were

used in [44].

• Several methods have helped to infer protein interactions based on the conservation

of gene neighborhood (Figure 3.1), conservation of gene order, gene fusion events,

or the co-evolution of interacting protein pair sequences [25, 2]. For instance as

shown in Figure 3.1, gene-neighborhood provides very strong signals for functional

association between gene products within and across species [2].
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The findings derived from these approaches suggest that direct measurements on protein

interactions can be combined with indirect information to improve the quality of protein

interaction prediction.

3.1.2 Prediction by Information Integration

Based on the above observations, a number of researchers have suggested that direct data on

protein interactions can be combined with indirect data in a supervised learning framework

[46, 47, 48, 49, 50, 51, 52, 53, 54, 55]. Studies using this approach all use a classifica-

tion algorithm to integrate diverse biological datasets. A classifier is trained to distinguish

between positive examples of truly interacting protein pairs from the negative examples

of non-interacting pairs. Each protein pair is encoded as a feature vector where features

may represent a particular information source regarding either protein interactions, related

mRNA expressions, domain compositions, or evidence coming from various experimental

methods.

Prediction for yeast Von Mering et al. [2] were among the first to discuss the prob-

lem of accurately inferring protein interactions from high-throughput data sources. The

proposed solution, which used the intersection of direct high-throughput experimental re-

sults, achieved a very low false positive rate. However, the coverage was also very low.

Less than 3 percent of known interacting pairs were recovered using this method. The

”STRING” database built by these authors [2] created functional associated pairs derived

from computational integration of known protein-protein associations, co-expression pairs

and pairs transferred across organisms, a database that is widely used today.. Jansen et

al. [48] proposed the use of a naive Bayes classifier on a summary feature set relying on

the MIPS complexes catalog as gold standard. Lin et al. [50] repeated the experiments in

[48] with two other classifiers: RF and LR. They also discussed the importance of different

features and concluded that the MIPS and Gene Ontology functional categories were the

most informative. Bader et al. [46] used LR to estimate the posterior probability that a

pair of proteins will interact. The features used in their work were derived directly from

the high-throughput experiments in summary style. Zhang et al. [52] used a decision tree



CHAPTER 3. RELATED WORK 25

with a detailed feature set and the MIPS complex data as the gold standard. Yamanishi et

al. [51] presented a method to infer protein interaction networks using a variant of kernel

canonical correlation analysis. They had relied on a detailed dataset and used pathway data

from KEGG as their gold standard. Lee et al. [49] integrated diverse functional genomic

data by reinterpreting experiments to provide numerical likelihoods that genes are func-

tionally linked. They relied on a summary type of feature set and used pathway data from

KEGG as their gold standard. All approaches above considered protein pairs independently

when inferring the presence of PPIs. Differently from these methods, Jaimovich et al. [56]

considered the neighborhood interaction pairs together and employed a ’Relational Markov

Random Field’ approach for collective inference of PPIs in yeast.

Prediction for human Compared to yeast, the human proteome is significantly more

complex due to the larger number of proteins, their splice isoforms, post-translational mod-

ifications and mechanisms of dynamic regulations. Because a number of data sets available

for yeast are not yet available for human, there are fewer previous studies related to learning

human PPIs through multiple data integration. Rhodes et al. [54] employed a strategy using

the sum of likelihood ratio scores strategy to predict human protein interaction confidence.

These likelihood ratio scores are derived based on homologous PPI, gene expression, the

GO Process and domain based sequence evidence. Brown and Jurisica [33] tried to get a

better human PPI set from the evolutionary point of view. Based on the homology relation-

ship, they used high-throughput interactions in other model organisms to infer millions of

potential human PPIs. Guo et al. [57] recently assessed the capability of GO information

to predict protein interactions involved in human regulatory pathways. They showed that

the functional similarity of proteins within known pathways decays rapidly as their path

length increases. Arun et al. [31] developed and applied natural-language processing and

literature-mining algorithms to recover interactions among human proteins from Medline

abstracts. Scott and Barton [58] extended the probabilistic framework for the prediction

of human protein-protein interactions with more features, which include co-expression,

orthology to known interacting proteins and the full-Bayesian combination of subcellular

localization, co-occurrence of domains and post-translational modifications.

All of the above methods were shown to improve the success of PPI prediction when
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Figure 3.2: The process of combining data from multiple biological sources and then con-
verting them to feature vectors describing protein-protein pairs. For each gene/protein
specific feature, we find a natural way to transform it to describe a protein-protein pair. For
example, for gene expression data, we use the correlation coefficient as the feature for a
protein-protein pair.

compared to direct data alone. The improvements are not just from the perspective of

predicting novel interactions but also for the purpose of stratifying the many candidate

interactions with confidence.

Feature extraction for pairwise protein-protein pairs As described above, each protein

pair can be encoded as a feature vector where features represent a particular information

source regarding protein pairs in the information integration framework. However, each

type of biological information has its own representative form. For example, protein se-

quence takes the form of a character string, corresponding to the order of amino acids as

they occur in a polypeptide chain. Gene expression data is usually a vector of expression

values across multiple time points for a specific gene. Synthetic lethal data describes that a

pair of genes having mutations together would render the cells either inviable or viable.

We present the method we used for feature extraction in Figure 3.2. For each data set

that represents a certain gene / protein’s property, we designed a biologically meaningful

way to calculate the similarity between two genes / proteins with respect to the specific
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Table 3.1: Symbols used for PPI prediction
Symbol Description
X Feature vector
x Feature vector of an example

Each example in PPI prediction task is a protein-protein pair.
d The total number of attributes
Xi The i-th feature item of an example.
Y Class label of an example.

In PPI prediction task, Y ∈ {Interact (1), not-Interact (-1)}
(x(j), y(j)) The j-th training example
N Number of examples in the data set
θ,ν, ω Model parameters

evidence. For instance, for two proteins’ sequence information, we use the BlastP [59]

sequence alignment E-value as one feature for this protein-protein pair from the protein

sequence evidence. For other data sources, similar procedures are pursued to determine the

features for a protein pair. Concatenating these features together then give us the feature

vector describing a protein-protein pair.

Many biological data sets may be directly or indirectly related to PPIs. We try to collect

as many as possible for yeast and human. The extracted features are described in detail in

the following two chapters. Furthermore, we want to emphasize that this framework could

not be applied on predicting homo-dimers because of the feature-extraction strategy. Since

most features used here are gene-specific, the corresponding feature items of self protein

pairs would thus have no distinctive ability to predict homo-dimer interactions.

3.1.3 Systematic Comparison of Controlling Factors

To correctly identify the interrelationship between proteins, many different research groups

(Section 3.1.2) have independently suggested the use of supervised learning methods to in-

tegrate direct and indirect biological data sources for the protein interaction prediction task.

While these approaches are related in using the same information integration framework ,

they differ in three key aspects:

• The gold standard data sets used for training and testing;
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• The set of features used for prediction and the way these features were encoded;

• The learning method employed.

These differences make it hard to directly compare approaches and to identify features

that perform well on the different types of protein interaction prediction tasks. These are

important questions, especially when designing experiments to infer protein interactions

in organisms other than yeast. For example, identifying the set of important features can

help determine if enough data exists for such a prediction task in a particular organism,

and to indicate which type of data is most useful. With this goal in mind, we undertake a

systematical study [4] to investigate how differences in the three aspects noted above affect

the prediction performance. Specifically we consider the following settings:

Gold standard datasets Three gold standard datasets were previously used to train and

test algorithms for protein-protein interaction prediction. Each of them matches a sub-

task of PPI predictions. The three tasks are the prediction of (1) physical interaction, (2)

co-complex relationship and (3) pathway co-membership. In predicting direct physical in-

teraction between protein pairs, the Database of Interacting Proteins (DIP) (”small-scale”

subset [60]) is used [61, 8]. A broader definition of protein interaction is the co-complex re-

lationship in which proteins are considered pairs even if they do not directly interact but are

connected through other proteins. The Munich Information Center for Protein Sequences

(MIPS) complex catalogue [26] has been used as the gold standard dataset for this predic-

tion task [48, 52, 50]. Finally, the Kyoto Encyclopedia of Genes and Genomes (KEGG)

database [62] has provided the gold standard for inferring pathway networks [49].

Feature encoding Two fundamentally different and general types of feature encoding

were used in the past: a ”detailed” encoding style, in which every experiment is considered

separately [52], and a ”summary” style, in which similar types of experiments, such as all

expression experiments, are grouped together and yield a single value [48, 50, 8].

Classification methods Many different classifiers were suggested for the protein interac-

tion prediction task, including Logistic regression (LR) [46], Naive Bayes (NB) classifier
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[48], Random Forest (RF) [50, 8], Decision Tree (DT) [52], Kernel methods [51, 53] and

Bayesian Scoring approaches [49].

We carried out our comparison by assembling a large set of biological features and we

varied their encoding for use in each of the three prediction tasks. In [4], we systematically

analyzed the effect of varying each of the different design issues. We compared prediction

performance by testing on all possible combinations of feature encoding styles, reference

datasets and classifiers. A constant set of features was used, with two different encod-

ings, and standard implementation of classification algorithms. For all classifiers, the three

prediction tasks had different success rates and co-complex prediction appears to be an eas-

ier task than the other two. Independently of prediction tasks, however, the RF classifier

consistently ranked as one of the top two classifiers for all combinations of feature sets.

Therefore, we used this classifier to study the importance of different biological datasets.

First, we used the splitting function of the RF tree structure, the Gini index, to estimate fea-

ture importance. Second, we determined classification accuracy when only the top-ranking

features were used as an input in the classifier. We find that the importance of different

features depends on the specific prediction task and the way they are encoded. Strikingly,

gene expression is consistently the most important feature for all three prediction tasks,

while the protein interactions identified using the yeast-two-hybrid system were not among

the top-ranking features under any condition [4].

There may be several factors that contribute to the success of RF in the comparison

study when compared with other classifiers: (a) The currently available direct and indirect

protein interaction data is inherently noisy and contains many missing values. The random-

ization and ensemble strategies within RF make it more robust to noise when compared to

LR. (b) Biological datasets are often correlated with each other and thus should not be

treated as independent sources. Linear and non linear regression models assume indepen-

dence and may therefore perform worse than other classifiers in tasks where correlations

among features are strong. In contrast, the RF classifier does not make any assumptions

about the relationship between the data, which makes it more appropriate for the type of

data available for the protein interaction prediction task.
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3.2 Protein Complex Identification

When analyzing PPI networks at the level of binary interactions, much information is lost,

because proteins often perform their functions together in groups or as part of particular

patterns. Understanding these interaction groups (complexes) and patterns (pathways) are

essential for systematically modeling the behavior of cellular networks. Graph analysis

algorithms can help us understand how proteins are logically connected. The connections

between proteins can be best represented on a graph in which the nodes correspond to

proteins and the edges correspond to the interactions. Thus the identification of complexes

or pathways is simply the computational problems of locating important subgraphs. This

kind of analysis can help produce valuable insights into both the topological properties and

functional organizations of protein networks in cells. In this dissertation we solve only the

complex detection problem, leaving the pathway detection for future studies.

Many cellular functions are performed by complexes containing multiple protein in-

teraction partners. Predicting molecular complexes, one of the fundamental units in PPI

networks, is one of the most important tasks in the analysis of protein interaction net-

works. High-throughput experimental approaches [24, 22, 23] that are used to determine

the set of protein complexes on a proteome-wide scale often suffer from high false pos-

itive and false negative rates [2]. Thus, there have been various previous computational

attempts trying to identify complexes or related functional modules. Most previous meth-

ods [63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74] for automatic complex identification

(or related functional module detection) have employed the unsupervised graph clustering

style and try to discover similarly or densely connected subgraphs of nodes (clusters) [75].

Below we split the related literature into five types.

Graph segmentation Several studies have attempted to segment the PPI graph into dis-

joint highly connected clusters (complexes). King et al. [63] partitioned the nodes of a

given graph into distinct clusters, based on their neighboring interactions, using a cost based

local search algorithm. Dunn et al. [64], divided the network into clusters by removing the

edges with the highest centralities. The edge-removal process iteratively recalculated be-

tweenness until a fixed number of edges have been removed.
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Overlapping clustering Since some proteins are part of multiple complexes or func-

tional modules, a number of approaches allow overlapping clusters. With the approach

named ”MCODE”, Bader et al. [67] tried to detect densely connected regions in large PPI

networks using vertex weights to represent local neighborhood density. Pereira-Leal et al.

[66] used the line graph strategy of the network (in which a node represents an interac-

tion between two proteins and edges share interactors between interactions) to produce an

overlapping graph partitioning of the original PPI network. Adamcsek et al. [68] identified

overlapping densely interconnected groups in a given undirected graph using the k-clique

percolation clusters in the network. Spirin et al. [69] analyzed the multi-body structure of

the PPI network to discover molecular modules that are densely connected with themselves

but sparsely connected with the rest of the network. The authors claimed that two types

of modules were found: protein complexes and dynamic functional units. Zotenko et al.

[76] used a graph-theoretical approach to identify functional groups and represent overlaps

between functional groups in the form of the ”tree of complexes”. In [77], Brohee and van

Helden made a comparative assessment for protein-protein interaction networks of four

clustering algorithms: Markov Clustering (MCL), Restricted Neighborhood Search Clus-

tering (RNSC), Super Paramagnetic Clustering (SPC), and Molecular Complex Detection

(MCODE). They found that MCL and RNSC were more robust to graph alterations than

the other two algorithms.

Conservation across species Sharan et al. [72] used conservation alignment to find

protein complexes that are common between yeast and bacteria. They formulated a log

likelihood ratio model to represent individual edges shared by proteins and used a clique

structure to represent a protein complex. A heuristic local-search strategy was used for

searching the conserved complexes as the heavy subgraphs, in which nodes corresponded

to orthologous protein pairs.

Considering spatial constraints Utilizing the spatial aspects of complex formation, Scholtens

et al. [73] applied a local modeling method to better estimate the protein complex member-

ship from direct mass spectrometry complex data and Y2H binary interaction data. They
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claimed to achieve a finer level of detail than that obtained by using only the mass spec-

trometry data. Chu et al. [74] proposed an infinite latent feature model to identify protein

complexes and their constituents from datasets derived from large-scale affinity based mass

spectrometry techniques.

New similarity measures Rives et al. [70] applied standard clustering algorithms to

group similar nodes on the interaction graph. The cluster similarity is calculated based on

vectors of nodes’ attributes, such as their shortest path distances to other nodes. Aranu et

al. [71] used hierarchical clustering of proteins to define a new similarity measure based

on the stability of node pair composition.

All previous methods have presumed that complexes correspond to the dense regions

of networks. While this is true for some complexes, there are many other topological struc-

tures that may also represent a complex. One example is a ”hub” or ”star” model, in which

all vertices connect to a ”hub” protein [46]. Another possible topology is a structure that

links several small connected components. This topology is especially attractive for large

complexes: given the space constraints, it is unlikely that all proteins in a large complex

would be able to interact with all others. In Chapter 7 we present a computational frame-

work to identify complexes without making strong assumptions about their topology [11].

3.3 Network Topology Analysis of PPI Graphs

The topology of a network refers to the relative connectivity of its nodes. Different topolo-

gies affect specific network properties. The topological structures have been analyzed for

the following reasons [78]:

• It has been realized that the architectural features of molecular interaction networks

within a cell are often reflected to a large degree in other complex systems as well,

such as the Internet, world wide web (WWW) or organizational networks. The unex-

pected similarity indicates that similar laws may govern most complex networks in

nature. This enables the expertise from large and well-mapped non-biological sys-

tems to be utilized for characterizing the complicated inter-relationships that govern
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Table 3.2: Symbols used for graph analysis
Symbol Description
G Graph. G = (V, E)
E Set of edges in the graph
V Set of nodes in the graph
N Number of nodes in the graph
W Weights of edges in the graph
A Adjacent matrix of the graph
k Degree of a node
ck Count of nodes with degree k
r Power law exponent
CC Clustering coefficient of the graph

cellular functions [35].

• Cellular function is a contextual attribute of complex interaction patterns between

cellular constituents [35]. The quantifiable tools of network theory offer possibil-

ities for providing insights into properties of the cell’s organization, evolution and

stability.

• The relative positions of proteins within the interaction networks might indicate their

functional importance. For instance a positive correlation between biological essen-

tiality and graphical connectivity has been demonstrated [78], suggesting a relation-

ship between topological centrality and functional essentiality.

Thus it is important to understand and model the topological and dynamic properties of

various biological networks in a quantifiable manner. There are various types of interac-

tion networks in the cell, (including protein-protein interaction, metabolic, signalling and

transcription-regulatory networks). None of them function independently. Rather together

they form a ”network of networks” which is responsible for the behavior of the cell [35].

As the literature on topological analysis of real networks is vast, this section will briefly

discuss just a few related studies as a guide to this topic. Comprehensive reviews can be

found in [35, 79, 80, 81]. Some graph patterns are seen repeatedly in real networks. The

main ones include [80]: (1) Power law distribution; (2) Small world effect; (3) Community

effects. They are described in detail below.
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Figure 3.3: A map of protein-protein interactions in yeast, which was based on early yeast
two-hybrid measurements. Figure obtained from Figure 2 of [35], included as background
information only. A few highly connected nodes (which are also known as hubs) hold the
network together [35].

Power law distribution The most elementary characteristic of a graph node is its degree

(or connectivity). Degree k measures how many links a node has to other nodes. For

undirected networks like the PPI graph, k refers to the number of edges a node relates to.

[35]. The degree distribution of an undirected graph is a plot of the count ck of nodes with

degree k, versus the degree k, typically on a log-log scale [80].

Very often, the degree distribution of real networks follow a power-law distribution

[80], which means that the number of nodes ck with degree k is related to k by:

ck = c ∗ k−r (3.1)

where c and r are positive constants. The degree distribution appears linear when plot-

ted on the log-log scale (see Figure 3.4d). The constant r is often called the power law

exponent. The significance of power law distributions has to do with their being heavy-

tailed, which means that they decay more slowly than exponential or Gaussian distributions

(referred to as ”random networks”, see Figure 3.4c). Thus, a power law degree distribution

would be much more likely to have nodes with a very high degree (much higher than the

mean) than the other two distributions [80] (Figure 3.4).

Many cellular interaction networks have been shown to be scale-free [35], meaning
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Figure 3.4: Degree distribution of random network versus scale-free network. Figure mod-
ified from Box 2 of [35], included for background information only. (a) A schematic rep-
resentation of a random network; (b) A schematic representation of a scale-free network.
The degree distribution of random network (c) obey a Gaussian distribution, whereas the
degree distribution of scale-free networks (d) obey a power-law distribution.

the probability of a protein having k links follow a power-law distribution with a degree

exponent r in the range between 2 and 3. Such a distribution indicates that most proteins in

the network participate in only a few interactions, while a few proteins participate in many

(hubs).

Scale-free networks are resistant to random failure but are vulnerable to targeted at-

tacks, specifically against hubs [78]. This property has been found to account for the ro-

bustness of biological networks to perturbations like mutations and environmental stress.

Thus identification of high-degree proteins (hubs) may produce a strategy for therapeutic

mediation of signaling pathways that associate with cancers [78]. Such a strategy would

have less impact if the true topology were exponential, and would be not operable if the

true topology were random [78].

Figure 3.3 shows a protein interaction map of the yeast as predicted by previous sys-

tematic two-hybrid screens [35]. Most proteins participate in only a few interactions, and

only a few participate in dozens: this is typical of scale-free networks [35, 34].
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Small world effect A common feature of all complex networks is that any two nodes can

be connected through a path of a few links only [35]. This so-called ”small-world effect”,

was originally observed in the research on social networks and is often characterized as

the famous ”six degrees of separation” [80]. Scale-free networks are ultra small, which

means their path length is much shorter than predicted by the small-world effect for random

networks. Within the cell, the ultra-small-world effect was first found for metabolism,

where paths of only three to four reactions can link most pairs of metabolites [35]. The

short path length indicates that local perturbations in metabolite concentrations could reach

the whole network very quickly.

Figure 3.3 shows that cellular networks [35] are different from social networks in terms

of connections between hub nodes. In protein interaction networks, highly connected nodes

(hubs) avoid linking directly to each other and instead connect to proteins with only a few

interactions. Whereas in social networks, well-connected people tend to know each other

[35].

Community effects A community is informally defined as a set of nodes where each

node is ”closer” to the other nodes within the community than to nodes outside [80]. This

property is believed to exist in many real-world structures, including biological networks.

Community effects are investigated in two contexts [80]:

• First, they could be studied through local neighborhoods, as characterized by the

clustering coefficient. The clustering coefficient (CC) provides a measure for the

inter-connectivity in the neighborhood of a protein and is based on the number of

edges connecting the neighbors of the node divided by the maximum number of such

edges. The clustering coefficient of the entire graph can be found by averaging over

all of the nodes in the graph.

For a protein node p, with n as the number of links connecting its kp neighbor nodes

to each other [34], its clustering coefficient equals to:

CCp =
2n

kp ∗ (kp − 1)
, (3.2)
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• Second, community effects could be studied through node groups with potentially

longer paths between members. Various methods could be used including graph

partition or bipartite core (for instance, through bi-clustering). Graph partitioning

techniques typically break the graph into disjoint partitions (or communities) by op-

timizing some measure [80].

Most real-world graphs (including PPI networks) exhibit strong community effects,

which are also reflected in the clustering coefficients of these graphs: they are almost al-

ways much larger than in random graphs of the same approximate size [80]. The cellular

networks studied to date, including protein interaction and protein domain networks, have

a high graph clustering coefficient, indicating that high clustering is a generic feature of

biological networks [35].

Biological network motifs Not all subgraphs are equally significant or important in real

networks. Motifs are subgraphs that occur significantly more often in the given network

than expected by chance alone. A number of previous studies [82, 83] pointed out the

existence of simple building network motifs in PPI graphs and transcription regulation net-

works. Recently, a number of efficient tools have been designed to facilitate the detection

of motifs [82, 84, 83]. Many complex networks have been shown to have certain struc-

tural design principles. ”Network motifs” could help researchers better understand the

basic structural elements of a specific network [75]. There is a high degree of evolutionary

conservation of network motifs in the yeast protein interaction network. The convergent

evolution towards the same motif types has also been seen in the transcription-regulatory

network of diverse species. All these observations further indicate that motifs are indeed

of direct biological relevance [35].

Besides the graph based studies above, there are also a series of studies analyzing the

protein interaction networks from the perspective of incompleteness, which is a common

problem in current PPI datasets.

Topologies of subnetworks Currently available protein-protein interactions (PPIs) cover

only a fraction of the complete PPI networks. These partial networks display scale-free
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topologies. Han et al. [78] analyzed whether the scale-free topologies of the partial net-

works could be used to accurately infer the topology of the complete PPI networks. The

authors generated four theoretical network models of different topologies (random, expo-

nential, power law, truncated normal) and found that partial sampling of these networks

resulted in sub-networks with topological characteristics that were virtually indistinguish-

able from those of currently available Y2H-derived partial maps. Based on these results,

they concluded that given the limited coverage levels, the observed scale-free topology of

existing PPI maps cannot be confidently extrapolated to complete PPI networks [78].

Another study [75] indicated the possibility to extrapolate from subnets to the proper-

ties of a whole network only if the degree distributions of the whole network and randomly

sampled subnets reflect the same family of probability distributions. However this condi-

tion is not satisfied for scale-free degree distributions [85]. Moreover, limited sampling

alone may also create apparent scale-free topologies, irrespective of the original network

topology [85, 75]. These results suggest that interpretation of global properties of the com-

plete network should be made with caution if based on the current (still limited in accuracy

and coverage) partially observed networks.

Recent variants of PPI networks Recently a number of important studies tried to incor-

porate more biological context for the PPI networks by extracting or expanding PPI graphs

into specific subsets or supersets. Goh et al. [86] presented the ’human disease network’

which included disorders and disease genes that are linked by known disorder-gene asso-

ciations. This network tried to explore all known phenotype and disease gene associations

in a single graph theoretical framework, indicating the common genetic origin of many

diseases. Kim et al. [87] characterized protein interactions by using atomic-resolution in-

formation from three-dimensional protein structures. Using a proposed structural measure,

the study subdivided PPI hubs and provided insight into their evolutionary rate. Lage et

al. [88] created a phenome-interactome network by integrating quality-controlled inter-

actions of human proteins with a validated, computationally derived phenotype similarity

score. This network permitted the identification of previously unknown complexes likely

to be associated with disease. Linding et al. [89] developed an approach called NetworKIN
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to augment motif-based predictions in the context of kinases and phosphoproteins. This

method claimed to pinpoint kinases responsible for specific phosphorylations and yielded

a significant improvement in the accuracy with which phosphorylation networks can be

constructed. These studies of PPI networks data focused on specific objectives and provide

great insights both biologically and computationally.

3.4 Summary

Protein-protein interaction maps provide a valuable framework for a better understanding

of the functional organization of the cell. Computational predictions could suggest new

biological hypotheses regarding unexplored new interactions or groups of interacting pairs.

In this chapter we briefly reviewed the related literature on three topics covered in this

dissertation.

• Pairwise PPI prediction through integration. Previous studies differed in terms of

classifiers, feature sets and their encodings and gold-standard datasets used. We per-

formed a systematic comparison how these issues affect the ability to make accurate

predictions.

• Searching for protein complexes on the protein interaction graph which could be

treated as a subgraph identification task. A series of computational methods using

the graph analysis concepts and techniques were proposed to handle this task.

• Global analysis of biological network topologies. These kinds of studies could pro-

vide insights into the biological properties related to evolution, function, stability,

and dynamic responses.

Learning of protein interaction networks is an important topic, for both its biological

significance and the generality of related computational methodologies. From a broader

perspective, the first two problems appear to have close connections to an active machine

learning topic called ”Statistical Relational Learning” [90]. Similarly, for the third topic, a

large number of related studies exist in current social science and graph mining [91]. We
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omit these discussions. However it should be realized that high similarities exist between

the various methodologies and problems covered in this chapter and those fields.



Chapter 4

A Combined Approach for Subnetwork
PPI Predictions

We have discussed the biological basics of PPIs in Chapter 1. The literature related to

computational learning of PPI graphs was also introduced in Chapter 2. It is believed

that protein-protein interaction maps could provide better understandings of the functional

organization of the cell and computational tools have been proved to be useful in improving

the quality of current PPI data sets.

Naturally computational methods for predicting PPI networks could assist experimental

efforts by either prioritizing protein interactions to be tested or by validating (or refuting)

high-throughput screens. In this chapter we propose a combined framework to integrate

computational PPI learning, network analysis, in vitro experimentation, and biological ex-

pertise.

4.1 Introduction

Human membrane receptor proteins are attractive drug targets because they mediate the

communication between the cell and its environment. There are two types of membrane

receptors. (1) Type I receptors refer to a broad group of diverse families of membrane

receptors that directly or indirectly activate enzymatic activity, such as tyrosine kinase. (2)

Type II receptors refer to the large G protein coupled receptor (GPCR) family.

41
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Signaling mechanisms initiated by membrane receptors are complex and involve nu-

merous proteins [92]. In addition, different receptor pathways cross-talk with each other.

Therefore to fully understand signaling pathways and the crosstalk between them would

require identification of the repertoire of all proteins that interact with membrane recep-

tors. It is expected that such understanding would provide a useful resource in the study of

complex diseases.

A recent survey of the human genome has identified approximately 1000 membrane

receptors [94]. Data from small scale experiments, identified approximately 2500 pairs of

interacting proteins, where at least one of the proteins in the interacting pair is a receptor

[29]. The high-throughput experimental yeast-two-hybrid (Y2H) method has been used to

identify several thousands of new interactions in human [19, 34]. However, this method

suffers from high false positive and false negative rates [2] and is less appropriate for mem-

brane protein interactions. The receptor related interactions are also under represented in

mass spectrometry based protein interaction screens [95] due to the experimental difficul-

ties arising from the need to maintain a hydrophobic environment for structural integrity

of membrane proteins [3]. Consequently, the only two available Y2H datasets for human

protein interactions contain no membrane receptors at all and the mass spectrometry screen

identified only 136 pairwise interactions involving 27 membrane receptors [95]. In addi-

tion, methods specifically designed to detect membrane protein interactions have not yet

yielded results on a large scale for human as well [96].

In addition to direct experimental methods, computational approaches have been proven

useful in cataloguing the human protein interactions in a variety of ways (Section 3.1.3).

It has been clearly established that using direct and indirect data together as features in a

supervised learning framework improves the success in predicting yeast protein interac-

tions when compared to direct data alone [97]. Previous computational studies focused

on general protein interaction predictions covering the entire interaction network. Here

we concentrate on identification of the interactions of all known human membrane recep-

tors with all human proteins (referred to as ”the membrane receptor interactome” or ”the

membrane receptor interaction network” throughout this chapter), as opposed to interaction

between all human proteins.

Figure 4.1 provides an overview of the approaches we take to identify the membrane
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Figure 4.1: Illustration of our combined computational-experimental approach to inves-
tigate the human membrane receptor interactome. Step 1. Feature Extraction. Step 2.
Prediction for all receptors. Evidence was integrated using a random forest classifier for
protein-protein interaction prediction. Step 3. Receptor interactome identification. Visual-
izations were done with Cytoscope [93]. Nodes are drawn in different colors, with green
representing type I receptors, blue for GPCR receptors, pink for ligands and red for other
human gene products. Step 4. Global graph analysis. Four types of analyses were carried
out: receptor hub identification, biclustering, receptor-receptor and receptor-ligand identi-
fication. Step 5. Interaction validation. Specific pairs with high likelihood of interaction
based on random forest score were validated by co-immunoprecipitation, functional assays
and protein docking.

receptor interactome. Protein-protein interactions related to human membrane receptors

are investigated both computationally and experimentally.

• First we extract biologically meaningful features from diverse biological data sources,
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including sequence, structure, function and genomic information.

• We predict specific interactions involving receptors using the random forest classi-

fier applied to the binary classification task of whether two proteins interact or not.

The determined interactions for all human membrane receptors make up the human

membrane receptor interaction network.

• The analysis of global level properties of this network identifies receptor hubs, re-

veals strongly interacting clusters, highlights the abundance of receptor-receptor in-

teractions, and identifies ligands shared between receptors.

• We have validated some of the predictions made by the classifier experimentally by

co-immunoprecipitation, functional assays and protein docking.

4.2 Integration of Evidence for Membrane Receptor PPI

Prediction

Combining evidence from many different sources as features in a supervised learning

framework has been proven a successful strategy in predicting protein interactions in yeast

[97, 8] and in human [54, 58]. Here, we employ the random forest binary classification ap-

proach [98] for integrating multiple data sets to predict interactions for human membrane

receptors de novo. The evidence sources are converted into features describing reference

examples of known positives and negatives (also named ”gold-standards”).

4.2.1 Extraction of Features

Feature attributes for each protein pair are extracted from data sets that may be related to

interactions. These include sequence information, gene expression, functional annotation,

tissue location, homologous interactions, and domain based association evidence.

We collect a total of 27 feature attributes from 8 different data sources (Table 4.1).

Specifically,
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Table 4.1: Feature Set for Human Membrane Receptor Pairwise Protein-Protein Interaction
Prediction. We collected a total of 27 features from 8 different data sources. The first
column lists the index number. The second column lists the name of the feature source.
The third column lists the numbers of features in each source. The fourth column presents
the percentage of pairs for which information is available using this feature.

No. Feature Source Size Coverage(%) Reference
1 GO Function 1 39.1 [99]
2 GO Component 1 36.3 [99]
3 GO Process 1 37.6 [99]
4 Tissue 1 57.1 [100]
5 Gene Expression 16 34.0 [101]
6 Sequence similarity 1 100 [59]
7 Yeast Homology PPI 5 100 [102, 60, 4]
8 Domain interaction 1 37.7 [103]

• Features 1-3: GO ontology. Three ’similarity’ measures were derived from Gene

Ontology (GO) [99], according to the proteins’ positions in the three ontology hi-

erarchies: biological process, molecular function and cellular component. For each

candidate protein pair the feature describes how many times both proteins are in the

same functional class of the GO slim level [99].

• Feature 4: Tissue distribution. The tissue in which a protein is present is an important

property of human proteins. To represent whether two proteins appear in the same

human tissues or not, we count the number of tissues in which both are expressed

[100] and use this number as the feature.

• Features 5-21: Gene co-expression. Features were derived from sixteen expression

sets downloaded from the NCBI Gene Expression Omnibus (GEO) [101] database.

The gene expression sets have been normalized in the GEO database already. Pear-

son’s correlation between two genes’ expression values are calculated and used as

features.

• Feature 22: Sequence. The protein sequence alignment score was used as another

similarity feature source. We used NCBI’s BLAST method [59] to align the two
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sequences of each pair. All BLASTP hits with E-values less than or equal to 0.001

were used. The actual E-value was used as the feature, based on the notion that the

lower the E-value, the more significant the hit.

• Feature 23-26: Homologous interactions in yeast. Homologous PPIs were derived

based on if a candidate pair’s homologous proteins bind to each other in another

species or not. We derived homology pairs from yeast PPI pairs here. The homology

relationship between human proteins and yeast proteins is based on the sequence

alignment scores from PSI-BLAST [104] with five iterations of runs. The yeast PPI

data sets used include interactions from the DIP database and four other predicted

yeast PPI data sets from [4].

• Feature 27: Domain-domain interactions. These features were derived based on the

hypergeometric distribution of domain-domain co-occurrence in protein interaction

pairs. For a new candidate protein pair we used the smallest p-value from their

related domain-domain pairs as features, the smaller the value the more significant

the domain pair.

There are many possible ways to encode evidence sources into feature attributes and

it is an important factor for the reliability of the computational predictions. For instance,

initially we applied detailed encoding of available features which leads to 130 attributes

for each pair. While the overall performance of a prediction system based on these features

was reasonable (data not shown), biological insight was used to improve the predictions

(Figure 4.1, back arrow). For example, in manual inspection of specific predictions, it ap-

peared that functional similarity dominated the selected binding partners and we therefore

reduced the number of feature items derived from functional similarity. Biological feed-

back was also used in optimizing the feature similarity measures. We finally settled on 27

feature attributes for each protein pair as in Table 4.1. Biological feedback significantly

improved computational performance and predicted better putative binding partners (data

not shown).
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4.2.2 Random Forest Classifier

The PPI prediction task is tackled by a supervised learning style. A d-dimensional feature

vector x(i) is derived from multiple data sources for every pair of proteins. d describes

the total number of attributes and d = 27 here. Given these vectors, the task of protein

interaction prediction can be presented as a binary classification problem. That is, given

feature vector x(i), does this i-th pair interact (y(i)=1) or not (y(i)= 0)?

There are a number of unique characteristics in this classification task. The features

are noisy, have many missing values, exhibit different value types and some features are

redundant. In addition, there exists the skewed distribution between the positive class (in-

teracting pairs) and the negative class (non-interacting pairs). In order to overcome these

difficulties, we employ the random forest (RF) classifier ([98]) proposed by Breiman for

this task.

Random forest [98] uses a collection of independent decision trees instead of one tree.

Denote by Θ the set of possible feature attributes and by h(x, Θ) a tree grown to classify a

vector x. Using these notations a random forest f is defined as:

f = {h(x, Θk)}, k = 1, 2, ..., K (4.1)

Where Θk ⊆ Θ. That is, a random forest is a collection of trees, where each tree is grown

using a subset of the possible examples. For the k-th tree, Θk is randomly selected, and

is independent of the past random vectors Θ1, Θ2, ..., Θk−1. In order to classify, we count

each of the trees’ ”votes” for one of the classes and the most popular class is assigned to an

input x.

Specifically, the random forest is created in the following way (Figure 4.2): Each tree is

grown on a bootstrap sample of the training set (this helps in avoiding overfitting). A num-

ber m < d is specified, and for each node in the tree, the split is chosen from m variables

that are selected at random out of the total d attributes. Once the trees are grown, they can

be used to estimate missing values by an iterative algorithm. For the extreme unbalanced

positive to negative situation, RF sets different weights for the classes to balance the overall

error rate. In general, we grow 200-300 trees in our experiments. For m, we use the default

value that was equal to the square root of the feature dimension.
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Figure 4.2: Diverse biological data sets are collected and used as evidence to predict PPIs
for receptors via evidence integration with the random forest (RF) classifier. To generate
the random forest, we select a subset of training data for each tree. Next, for every node in
these trees a random subset of the attributes is chosen and the attribute achieving the best
division is selected. Once model trees are grown, testing protein pairs are propagated down
and the ’votes’ from all trees are used as the resulting interaction score.

From the bias and variance analysis of the RF, Breiman claimed that the RF method

could be seen as an adaptive nearest neighbor algorithm [105] with the following charac-

teristics: (1) The randomization process works to reduce the variance. (2) RF adapts to a

linear loss function by having the narrowest widths in the terminal nodes corresponding

to the largest components of the loss function. (3) RF automatically adapts to its sample

size. (4) The optimal value of the m parameter does not depend on the sample size. As

commonly known, the NN method has low bias and high variance depending on the model

parameters [106]. Additionally compared to NN, RF uses the bootstrapping process to

reduce model variance at the same time.
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4.2.3 Experimental Setup and Evaluation

Reference Set (Gold Standard Set)

In the supervised framework we need a reference set (also called gold-standard set) to eval-

uate performance of different algorithms. As Jansen et al., (2003) [107] pointed out, the

gold-standard data set to train the classifier on should ideally be (a) generated indepen-

dently from the evidence sources, (b) sufficiently large for reliable statistics, and (c) free

of systematic bias. The gold-standard positives are extracted from the Human Protein Ref-

erence Database (HPRD) [103]. This data set contained 2522 high-confidence pair-wise

protein interactions, where at least one of the interacting proteins is a receptor. The in-

teractions reported in the HPRD were detected by low-throughput approaches revealing

physical bindings. A list of 904 human receptor proteins from the Human Plasma Mem-

brane Receptome (HPMR) database [94] was used to filter the HPRD for these positive

interactions.

Identification of gold-standard negatives is less straight-forward. Because of the nature

of laboratory experiments, it is very difficult to prove that two proteins do not interact and

a negative dataset is, therefore, not available. (1) One strategy to handle this issue is to

sample random pairs from those possible pairs for which an interaction is not reported in

the HPRD. Considering the small fraction of interacting pairs in the total set of potential

protein pairs (estimated to be less than 0.1%), the error for contamination is expected to

be low [4]. We thus use a random set of receptor-protein pairs excluding all known HPRD

pairs as another negative training set. (2) We also explore a filtering of the random negative

list as a second strategy, using a random list of receptor-protein pairs not in HPRD and with

similar molecular functions. The drawback of the pure random negative set is that random

proteins may be very easily distinguishable from interacting proteins simply because of

their different functions. We want to measure if classifiers can learn the fine distinctions

between functionally related interacting and non-interacting proteins or not.

There is also the concern of homologous proteins in constructing the negative reference

set. Since our feature extraction strategy is per protein pair based, two protein pairs with

each partner having its homologous protein in another pair would make two very similar
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feature vectors. This might cause some problems in the cross validation evaluations. Con-

sidering that these pairs are in a small number, we do not filter the negative reference set

with homology concern. However this is a nice strategy we would try to use in our future

work.

Evaluation Measures

Prediction accuracy versus Sensitivity (also called Precision vs. Recall) curves are used to

evaluate computational performance. Prediction accuracy (Precision) refers to the fraction

of interacting pairs predicted by the classifier to be truly interacting. Sensitivity (or Recall)

measures the fraction of known pairs of interacting proteins have been identified by the

learning model. The Prediction accuracy vs. Sensitivity (Precision vs. Recall curve) is

then plotted for different cut-offs on the predicted score.

Based on the histogram distribution of the number of interacting partners each receptor

has in HPRD, we estimate that on average, only 1 in 1000 human proteins would inter-

act with a receptor (which means that receptors have an average of 25 binding partners).

The gold standard reference set is thus constructed using this ratio between positives and

negatives. Performance comparisons are based on the train-test procedures: We randomly

sample a training set containing 80,000 protein pairs (maintaining the ratio between posi-

tive and negative gold standard pairs as listed above) to learn the prediction model. Then

we sample a test set (another 80,000 pairs) from the remaining protein pairs, and use the

trained model to evaluate the performance of the classifier. The above steps are repeated 10

times for each classifier and average values are reported. Parameter optimization is carried

out in all cases using separate train-test runs.

Performance Comparison

Relying on the benchmark data, we statistically evaluate the performance of our approach

using precision vs. recall curves and the results are shown in Figure 4.3A-D.

We first describe the results obtained with the random negative gold standard. Com-

paring the random forest classifier to several other popular classification algorithms (Naive

Bayes, Logistic Regression and Support Vector Machine classifiers), we found that the RF
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Figure 4.3: Statistical comparison of performance in the human membrane receptor protein
interaction prediction task. A. The RF classifier was compared to three other classifiers:
Support Vector Machine, Naive Bayes, and Logistic Regression. Prediction accuracy refers
to the fraction of predictions that are known to be correct. Sensitivity refers to the fraction
of known interactions that are correctly predicted. The prediction accuracy versus sen-
sitivity curve is then plotted for different cutoffs on the predicted scores. B. Evaluation
of two different negative gold standards. The negative pairs were either sampled entirely
at random or using random receptor-protein pairs with similar functions. C. Performance
comparison between receptor interactome identification task and general human PPI pre-
diction task. Classifiers trained only using membrane receptors outperform those trained
on the global interaction data. D. Performance comparison between using the full feature
attributes and using just the top 10 ranked features based on the Gini criterion. RF classifier
is used for subfigures B-D.

method performs the best (Figure 4.3A, red line). Several factors possibly contribute to the

success of RF when compared with other classifiers.

• The currently available direct and indirect protein interaction data is inherently noisy

and contains many missing values. The randomization and bagging strategies within

RF make it more robust to noise when compared to other classifiers.
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• Biological datasets are often correlated with each other and thus should not be treated

as independent sources. Linear and non-linear regression models assume indepen-

dence and may therefore perform worse than other classifiers in tasks where corre-

lations among features are strong. In contrast, the RF classifier does not make any

assumptions about the relationship between the data, which makes it more appropri-

ate for the type of data available for the protein interaction prediction task.

• It is also important for the method to consider the feature correlation and missing

value problems together. If a pair has values for one redundant feature but not the

other, the RF method can still use this feature in the prediction process.

• In the PPI detection task there are potentially many more non-interacting pairs com-

pared to interacting pairs (1000:1 ratio estimated). At the same time there are no

available large negative sets because it is impossible to prove that two proteins do

not interact, since one may simply not have looked under the ”right” conditions. The

resulting highly skewed class distribution and the problem of no negative reference

set makes the PPI classification task very hard. It is not quite feasible to assume a lin-

ear boundary or some other shape of boundaries under these situations. As Breiman

claimed in [105] that RF could be seen as an adaptive nearest neighbor (NN) algo-

rithms. This means that the RF model has low bias and high variance potentially.

The low bias feature could be one of the reasons why the RF is more successful here.

To address the problem of not having a negative gold standard dataset, we compare

the performance with the negative gold-standard set derived by two strategies: random

non-interacting pairs and functionally related random non-interacting proteins. Figure 4.3

shows that using the functional gold standard negative achieves somewhat less prediction

power as compared to the random gold standard negative.

To predict receptor-protein pairs, an alternative strategy is to predict the general hu-

man interactome first, and then extract membrane receptor interactions from this general

set. This is a viable option since the features used in the training of our approach are not

membrane specific. However, as Figure 4.3C clearly shows, the precision and recall of the

receptor interactome is significantly higher when training on the receptor-only gold stan-

dard as opposed to training on the entire human gold standard. Clearly focusing on the
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Figure 4.4: Distribution of normalized RF-Gini importance [98] under two cases: receptor
interactome identification task and general human PPI prediction task. Clearly features
contribute differently for these two tasks. X-axis maps to the 27 features in Table 4.1.

membrane receptor subset for PPI identifications allows us to generate better predictions

for a group of receptor proteins that are experimentally very difficult to study. This is prob-

ably due to the ability of the classifier to highlight features that are uniquely important for

classifying membrane receptors. Figure 4.4 presents the RF-Gini importance (proposed in

[98] with details in the next paragraph) of all 27 features for these two cases of classifica-

tion. We could see that features contribute differently. To predict partners for membrane

receptors, the sequence similarity, the biological process evidence, three gene expression

sets seem to be more important than for the general human PPI task.

Finally, we investigate which features are most informative for the membrane receptor

interaction prediction task. Figure 4.3D shows the performance change when only the top

ten most discriminative features were used to train/test by the RF. Top-ranking features

were selected using the Gini criterion proposed in [98]. This criterion uses the decrease

in the sum of the impurity values (from parent to children) for each feature over all trees

in the forest as a simple and reliable estimate of the feature importance for this prediction

task. The sequence alignment was ranked as the highest feature. Among the top ten Gini

ranked features, five of them are similarities of gene expressions. The other four features

ranked in the top ten include domain-domain interaction features, the homology PPI fea-

tures from yeast, tissue positions and the biological process from GO. While the top ten

features achieve reasonable predictions, the performance is significantly less than when
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Figure 4.5: The pairwise RF similarity for human receptor PPIs. Three histograms of
pairwise similarities between all positive pairs (left) all random pairs (right) and between
all positive and all random pairs (center). Note that while the random set is fairly tight,
the positive set exhibits a greater diversity and is also far (on average) from most random
samples (see Chapter 5 for details of the applied similarity measure).

using all 27 features, suggesting that despite feature overlap they contain highly comple-

mentary information.

In conclusion, our performance was best when using receptor pairs only for training, the

randomly generated pairs as the negative gold standard and the full set of optimally encoded

features. Under these conditions, the RF achieves a prediction accuracy (the fraction of

predictions that are known to be correct) of 20% at a sensitivity (the fraction of known

interactions that are correctly predicted) of 16%. This performance is comparable to large-

scale experimental PPI data sets in general [2] and superior to the receptor related pairs

extracted from previous general human interactomes predicted [54, 58] and experimentally

determined [95].

Although the 20% accuracy seems not high, our generated results could still help the

experimentalists greatly, when searching for interaction partners for receptor proteins. As

estimated in human, only one protein-protein pair among 1000 random pairs would be an

interacting pair on average. This means, if choosing randomly, biologists need to check

1000 potential pairs by biological experiments (on average) for one PPI. But if using our

predicted PPI list (with 20% accuracy), only 5 pairs are needed for finding one PPI on
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average. So even though this accuracy value is low, the predictions would be quite useful.

To further investigate the data property, we also draw three histograms of pairwise sim-

ilarity in Figure 4.5. The pairwise similarity would be defined in Section 5 and represents

how similar two protein-protein pairs are. Figure 4.5 describes the similarity distribution

between all positive receptor pairs (left), between negative receptor pairs (center), and be-

tween positive to negative receptor pairs (right). Clearly the pairwise similarities between

negative reference pairs are stronger than the other two cases.

4.3 Global Analysis of Receptor Interaction Network

To estimate what score cut-off we should use to generate a reliable membrane receptor in-

teraction graph, we investigated the distribution of predicted scores based on known HPRD

pairs and the remaining random receptor-protein pairs (Figure 4.7). From this graph, it can

be seen that a cut-off of 2.0 is stringent in the sense that it is well able to separate the two

classes. We therefore generated the membrane receptor interactome using this cut-off. The

derived network contains 9100 edges, and includes 559 membrane receptors and 1750 non-

receptors (Figure 4.6A). Of the 9100 edges, 1462 edges are already in the HPRD (which

achieves 16% accuracy).

One issue is worth to be mentioned that the cut-offs for RF scores are different when

used for different purposes. As described above, in order to create a receptor network

graph easy for visualization, we use the stringent cut-off 2.0. In the following section

4.4, we choose a lower cut-off 0.0 to select predicted top interaction pairs for biological

validations. At this cutoff, our derived list of PPIs achieves 10% accuracy according to the

HPRD receptor pairs.

We investigate a series of network properties to describe the human receptor interaction

graph at a global scale.

• Hub. We identify those receptors having the largest number of protein partners as

’hubs’. Since GPCR and type I receptors have very different properties, we list the

hubs of these two families of receptors separately.
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Figure 4.6: Global analysis for the human membrane receptor interaction network. A.
Graphical overview of the entire network of interactions. Receptors in the GPCR family
are colored blue, type I receptors are green (except EGFR, which is highlighted in yellow),
ligands are pink, and other soluble proteins are red. Ligand assignments were extracted
from GO. Visualization were performed using Cytoscape [93]. B. The histogram distri-
bution of predicted scores for pairwise receptor-protein pairs. Yellow bars are for positive
pairs (in HPRD) and green bars represent the remaining pairs. C. Degree distribution of
receptors in the predicted receptor interaction graph.

• Degree distribution. Biological networks usually obey a power law degree distribu-

tion. This is also true for our receptor interactome. We calculate a series of degree

distributions for receptors with respect to different types of interaction partners.

• Modules. We apply bi-clustering analysis to identify local network modules in the

receptor interaction network. Each of these modules contains a subset of receptors

and their highly connected partners.
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Figure 4.7: The histogram distribution of predicted RF scores for pairwise receptor-protein
pairs. Yellow bars are for positive pairs (in HPRD) and green bars represent the remaining
pairs. The left-most subfigure is the same as Figure 4.6 with Y-axis describing the per-
centage values. The middle subfigure is for positive receptor interaction pairs with Y-axis
representing the numbers. The right-most subfigure is for the remaining receptor-human
protein pairs with Y-axis representing the numbers.

• Subnetwork related subgraph patterns. Since there are two major families of recep-

tors and receptors are closely connected to ligands, it is interesting to see how these

families distribute on the graph.

4.3.1 Modules

The membrane receptor interactome is an undirected graph connecting two types of pro-

teins: the receptors and their human interaction partners. It is therefore interesting to find

those local modules in which a set of receptors are all highly linked to a similar set of

binding partners (Figure 4.8A).

For this purpose, we carry out biclustering analysis [108]. Biclustering is a data min-

ing technique that allows the simultaneous clustering of receptors and their interacting

partners. Specifically, the Iterative Signature Algorithm (ISA) [108] is used to search for

sub-matrices representing the interaction edges in our network. About 40 biclusters are

detected with sizes ranging from 150 genes (47 receptors to 108 partners) to 8 genes (3

receptors with 5 partners).

We observe that the involvement of most molecules in a cluster are in a common path-

way which validates the basis of the formation of clusters. The largest bicluster includes
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Figure 4.8: Biclustering analysis for the human membrane receptor interaction network. A.
Biclustering analysis. B. The visualization of the biggest bicluster in the predicted receptor
interactome. Green represents type I receptors. All other human gene nodes are red.

109 gene nodes with 1962 PPI edges between receptors and their partners (Figure 4.8B).

This dense subgraph has closely connected Type I receptors and includes an interaction

between EGFR and HCK and was further studied experimentally (see below).

4.3.2 Receptor Hubs

Next, we investigate if our graph contains receptor hubs, which are those membrane recep-

tors that interact with a large number of proteins. Figure 4.10 shows the degree distribution

of all receptors in the predicted receptor interactome. Degree distribution gives the proba-

bility that a selected protein has k partners with k = {1, 2, . . .}. We found that the degree

distribution of receptors roughly obeys a power law (with a heavy tail. Figure 4.6C). This

finding indicates that there are a few hubs that are connected by many proteins character-

ized by low degree distributions (small number of binding partners) and such proteins [35]

could be potential drug targets (Section 3.3). A known receptor hub is the EGFR, and its

predicted interactions are shown in Figure 4.10A. The number of known binding partners

at the time of downloading HPRD data for the EGFR was 91 (note that we only used in-

teractions that are proven to be direct as opposed to within a complex). We rank-ordered
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the predictions based on the random forest score. We found 81 (89%) of the 91 known

interactions amongst the top 200 predicted partners, and 90 (99%) amongst the top 700

predicted partners. These results indicate that 119 proteins that are not known to interact

with the EGFR have scores equal or higher to known binding partners.

We identify new receptor hubs by ranking those receptors by the number of interac-

tions partners. Using the same stringent cut-off score of 2.0, we predict that several type I

receptors may serve as hubs with potentially hundreds of interactions, some of which may

even interact with more proteins than the EGFR. In contrast to type I receptors, GPCRs

rarely serve as hubs in our receptor interactome. Only 19 receptors are predicted to interact

with more than 10 proteins. Interestingly, the function of the majority of these receptors is

related to the immune system, with many chemokine receptors being amongst the list.

4.3.3 Protein Type based Graph Patterns

We then try to analyze the interaction patterns between different classes of proteins on the

receptor interaction network. Related proteins could be divided into four types: (1) Type

I receptors; (2) Type II receptors (GPCR); (3) Ligands; (4) Others. Thus in the following,

we investigate this network from these protein types.

Receptor-receptor interactions Many receptors are predicted to interact with other re-

ceptors. The currently known receptor to receptor interactions appear to constitute only a

minuscule fraction of what may be a network of highly interconnected membrane facili-

tated associations. This observation is illustrated in Figure Figure 4.9A. Like the EGFR,

many other type I receptors are predicted to interact with other type I receptors. While

receptor-receptor interactions between GPCRs also occur in our predictions, these are sig-

nificantly less likely. When predicted, they only connect two or very few receptors. In

contrast, type I receptors are highly interconnected. There are also very few examples for

predicted direct physical interactions between GPCR and type I receptors. This observation

suggests that inhibiting receptor heterooligomerization may not be a general drug design

strategy to target GPCR signaling, but may be of general value to target type I receptor

signaling. By comparing the degree distributions for type I and type II receptors, we can
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Figure 4.9: Receptor-receptor and receptor-ligand interactions in the predicted receptor
interactome. Receptors in the GPCR family are colored blue, type I receptors are green,
and ligands are pink. Ligand assignments were extracted from GO (Ashburner et al., 2000).
Small groups of connected proteins were omitted from the graphs. A. Receptor to receptor
interactions in the receptor interactome network (1721 edges). This network is dominated
by the interactions between type I receptors. B. Ligand-receptor interactions in the receptor
interactome network (1335 edges). The direct receptor-receptor interaction edges shown in
A were omitted in B for clarity.

identify global differences in the respective sub-networks. Type I receptors display many

more receptor partners as compared to GPCRs.

Receptor-ligand interactions Our global graph investigation reveals that ligands may

be shared by several receptors, regardless of receptor family (Figure 4.9B). However, there

appears to be fewer examples for this type of receptor crosstalk than via physical interac-

tions between the receptors: There are many more direct receptor-receptor interactions

(Figure 4.9A) than receptor-ligand-receptor interactions (Figure 4.9B). Receptor-ligand

interaction predictions could be useful in identifying novel functions of receptors (see

rhodopsin-chemokine interaction below), or as indicators of strong functional links (see

TGF-β1-EGFR interaction below).
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Figure 4.10: EGFR related interactions. A. EGFR related interaction network in the pre-
dicted interactome. EGFR is colored yellow, other type I receptors are green, ligands are
pink, and other soluble proteins are red. Ligand assignments were extracted from GO [99].
B. Experimental validation of the predicted interaction between EGFR and Hck. EGFR
was bound to an antibody column and Hck was bound and co-eluted with epitope peptide.
The panel represents an anti-histidine blot to detect Hck. C. EGFR and HCK also interact
in 2 HNSCC cell line models (lower panel). D. Experimental validation of the predicted
interaction between EGFR and dynamin-2. EGFR were bound to an antibody column and
dynamin-2 was bound and co-eluted with epitope peptide. The panel is an anti-GFP blot to
detect dynamin-2.

4.4 Biological Validation

The above analysis of the predicted receptor interaction network generated a large num-

ber of hypotheses, as well as predictions of many specific interactions. Researchers with

interests in any human membrane receptor will find these predictions a rich source of in-

formation ready to be exploited through experimental validations. To enable such exploita-

tions, we developed a webservice that provides easy data access of all of our predictions

(flan.blm.cs.cmu.edu/HMRI).

To provide examples for the types of experiments and novel findings the predictions

stimulate, we discuss case studies related to two global properties as analyzed above: (1)

receptor hub interactions and (2) receptor ligand interactions.
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(I) Receptor Hub Interactions

Two cases of receptor hub interactions are validated with pull-down assays as described

below.

EGFR-HCK Pair The hub receptor EGFR is identified in the most significant biclus-

ter as shown in Figure 4.8B. This cluster also contains the Src-homology kinase Hck, a

signaling protein with a role in HIV-1 pathogenesis [109] and oncogenesis [110].

To validate the prediction that Hck and the EGFR interact, co-purification experiments

are first carried out with EGFR over-expressed in COS-1 cells, and Hck over-expressed in

insect cells. The experiment confirms that the EGFR cytoplasmic domain interacts with

Hck (Figure 4.10B). This interaction is novel and may have direct implications in cancer

treatment strategies.

EGFR is a direct target for the treatment of head and neck cancer with the FDA ap-

proved drug cetuximab. To demonstrate whether Hck, as a member of the Src family

kinases, interacts with EGFR in the head and neck cancer cells, a co-immunoprecipitation

assay was performed. Figure 4.10C illustrates that under normal growth conditions EGFR

interacts with Hck in both UM-22A and 1483 HNSCC cell lines. Interestingly, the src

family kinase inhibitor, dasatinib, also has high affinity for Hck (Lombardo et al., 2004)

suggesting that in cancer cell lines Hck may interact with EGFR and contribute to tumor

progression pathways.

EGFR-Dynamin Pair Another highly ranked predicted interaction of the EGFR was

that with dynamin-2, a protein regulating vesicle formation on lipid membranes. A func-

tional link between EGFR and dynamin-2 was already known because catalytically inactive

dynamin-2 is no longer able to internalize the EGFR [111]. However it was unknown that

the two proteins physically interact. To validate this prediction, co-immunoprecipitation

experiments are carried out with proteins expressed in COS-1 cells, which confirmed that

the EGFR cytoplasmic domain interacts with dynamin-2 (Figure 4.10D). This suggests that

the EGFR is mechanistically involved in its internalization at the molecular level and not

just at the regulatory level.
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(II) Receptor-ligand Interactions

To investigate the global property of ligands that are shared between different receptors

(receptor-ligand interactions), we investigated two such new predictions, between the pro-

totypical GPCR, rhodopsin, and chemokine ligands, and between the type I receptor EGFR

and transforming growth factor beta 1 (TGF-β1).

EGFR-TGFβ1 Pair A functional interaction between EGFR and TGF-β1 is able to be

confirmed by measuring the ligand-induced phosphorylation level increases in MAPK.

PCI-37A squamous cell carcinoma of the head and neck cells were incubated with EGF

and TGF-β1 and expression levels of MAPK and phospho-MAPK were detected on a

western blot TGF-β1 is able to stimulate MAPK to similar levels as EGF, consistent with

a strong functional link between the two pathways [112]. TGF-β1 was also found to co-

immunoprecipitate with purified GST-EGFR, suggesting a physical interaction between the

two proteins.

Rhodopsin-Chemokine Pair For the GPCR rhodopsin, we find that 8 known binding

partners within the first 13 highest ranked predictions. There are a large number of chemokine

ligands ranked relatively high: with four of the top 50 ranked interactions being chemokine

ligands. A physical interaction between chemokine CXCL11 and GPCR rhodopsin are

experimentally confirmed to modulates both proteins’ functions.

In G protein activation assays using fluorescence spectroscopy [113] measuring rhodopsin

function, a greater than 40% decrease in G protein activation was observed with 100-fold

molar excess of CXCL11 over rhodopsin (Figure 4.11A). In chemotaxis assays measur-

ing chemokine function, L1.2 murine preB-cells engineered to express CXCR3, the re-

ceptor specific for CXCL11, migrated toward CXCL11 (final concentration of 100nM) as

expected. However, in the presence of 75µg of rhodopsin in asolectin lipid vesicles, corre-

sponding to a molar ratio of 30:1 (rhodopsin:chemokine), a dramatic decrease in the num-

ber of cells that migrated is observed (Figure 4.11B), which is likely due to the depletion of

soluble and available chemokine. Little inhibition is observed when asolectin lipid vesicles

are added without rhodopsin. Some inhibition, but significantly less than in the presence

of rhodopsin, is observed when asolectin lipid vesicles alone are used without rhodopsin.
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Figure 4.11: Rhodopsin interaction with chemokine CXCL11. A. Antagonist effect of
CXCL11 in G protein activation by rhodopsin. G protein activation was measured using
fluorescence spectroscopy as described [113]. B. Chemotaxis of L1.2 cells expressing
CXCR3 towards chemokine CXCL11. C. Docking of chemokine and rhodopsin structures.
CXCL11 NMR structure, pdb id code 1RJT: model 1 [114] was docked to the rhodopsin
dark-state crystal structure, pdb id code 1f88 [115] using the ClusPro software [116]

Less inhibition of chemotaxis of CCR4-expressing cells is observed with CCL22.

To further confirm the interaction between CXCL11 and rhodopsin and to begin identi-

fying the potential sites of interaction, we use the ClusPro docking software [116] for rigid

docking of the CXCL11 [114] and rhodopsin [115] structures. Forty-seven related orien-

tations of CXCL11 are observed with interfaces at the extracellular domain of rhodopsin,

covering the top of its helices 4 and 5 (Figure 4.11C).

The fact that the interaction between rhodopsin and chemokines inhibits both chemokine

as well as rhodopsin function suggests that in addition to its established function as the vi-

sual photoreceptor, rhodopsin may also modulate immune system function.

4.5 Enhancing Performance with Structural Evidence

An emerging new approach in protein interaction studies is to take advantage of structural

information to predict physical binding. Usually interacting pairs of close homologs (pro-

teins that are similar in their amino acid sequence) physically interact in the same way.

Moreover, conservation of an interaction depends on the conservation of the interface be-

tween interacting partners. Espadaler et al. [44] explored these two hypotheses and used
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them to predict new putative interactions.

First, the authors [44] made use of the conservation of pairs of sequence patches in-

volved in protein-protein interfaces to predict putative protein interaction pairs. The in-

terfaces were derived from the analysis of residue contacts of the ”seeding set” of protein

complexes with known 3D structure. By utilizing these interface patterns, a set of new in-

teractions were then predicted and called the Sequence Search of Interface Patterns (SSIP)

set. Second, the authors used the hypothesis that homologous sequences share similar inter-

action partners, thus stating that the set of interacting partners of a given protein is enriched

by its homologs [44]. Through an expansion considering both homologous relationship

and known interaction relationships, new interactions were predicted and named as the

Structure Relationship (SR) set. The intersection of the two sets of potential interactions

consisting of the SSIP and those predicted by the SR were further separated into three lists

of pairs, according to their relationship with known interacting proteins found in DIP [44].

We utilize the above putative interactions [44] as an extra feature, adding them into our

human membrane receptor PPI prediction task, resulting in a total of 28 features. We eval-

uate the prediction performance by keeping the experimental setup the same as described

in Section 4.2.3. When using the RF classifier, we find that the average precision-vs-recall

curves of the two cases (original 27 features versus the current 28 features) are quite similar.

We also utilize another popular performance evaluation criterion, namely the AUC

scores to compare the performance of our method with and without the structural fea-

ture. The area under the ROC curve (AUC) is commonly used as a summary measure of

diagnostic accuracy. ROC means Receiver Operator Characteristic curves which measure

the trade-off between sensitivity and specificity. In the PPI prediction task, we are predom-

inantly concerned with the detection performance of our models when the false positive

rate is low. This maps to the area under a portion of the ROC curve. For example, R50 is a

partial AUC score that measures the area under the ROC curve until reaching 50 negative

predictions. Similarly R100 is the partial AUC score when reaching 100 negative predic-

tions. Table 4.2 lists the average AUC scores of two cases by the RF classifier. We could

see that there is a marginal increase in the AUC scores after adding the structure feature.

This observation suggests that these types of structure-based features are promising and

may more significantly improve the performance when investigating small sets or specific
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Table 4.2: Comparison of average AUC scores when adding a protein structural feature to
enhance human membrane receptor PPI predictions.

Score AUC AUC100 AUC300
RF 27fea 0.9243 0.1111 0.1919
RF 28fea 0.9269 0.1108 0.1936

predicted interaction pairs.

4.6 Summary

Protein-protein interactions (PPI’s) are critical for virtually any biological function. Analy-

sis of interactions in signal transduction pathways in particular can help understand disease

mechanisms and provide hypotheses on new disease targets.

In this chapter we propose a combined computational and experimental approach to

predict and validate individual pairwise protein interactions in protein networks relating

to human membrane receptors. Due to the experimental challenges present for this type

of proteins we rely on biological datasets providing indirect evidence about interaction re-

lationships. We develop a classification strategy to integrate evidence from different data

sources for predictions of receptor-protein interactions. It has been suggested previously,

that focusing on specific subnetworks may provide more reliable information [117]. We

clearly show that focusing on predicting membrane receptors generates better predictions

than first predicting all human protein interactions and then selecting those related to mem-

brane receptors.

Global analysis of the resulting membrane receptor interactome suggests that it may

contain several receptor hubs and numerous receptor-receptor interactions, predominantly

between type I receptors. Several novel receptor-ligand interactions are also found in our

predictions. We have experimentally validated both hub receptor interactions and receptor-

ligand interactions, which provide novel hypotheses on protein function and mechanism of

action. For example, the implication of rhodopsin in immune system function by its inter-

action with chemokines would not have been possible without the computational approach
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presented here. Since we predict thousands of previously unknown interactions, this and

the other example interactions validated serve to demonstrate the potential in generating

novel and experimentally testable hypotheses.

Researchers [118, 87] recently found that protein interaction hubs could be analyzed in

two types: party hub and date hub. Clear differences between party hubs (static complexes)

and date hubs (transient interactions) exist. For example more date hubs contain long dis-

ordered regions than the party hubs, indicating that these regions are important for flexible

binding but less important to static interactions. Because of the insufficient availability of

structural data and the lack of large-scale information on time- and condition-dependence

of transient interactions, we do not consider the hub distinction when analyzing receptors

hubs in our global analysis. However this is an interesting and important direction to extend

our work.

The integration of computational PPI prediction, network analysis, biological exper-

imentation, and biological expert feedback presents a feasible strategy to discover novel

biological hypotheses in an iterative and reliable manner.



Chapter 5

PPI Prediction Using Ranking

Chapter 4 proposed a method to combine computational PPI learning, network analysis, in

vitro experimentation, and biological expertise for identifying interaction partners for hu-

man membrane receptors. In this chapter we make efforts for detecting protein-protein in-

teractions in yeast. Here candidate interaction pairs are identified relying on the assumption

that they are ”similar” to known interacting pairs according to multiple feature evidence.

5.1 Introduction

Chapter 4 dealt with the PPI prediction for human membrane receptors using classification

approaches. The PPI prediction task in general has several properties that distinguish it

from those tasks in a typical binary classification setting:

• First, the task has a highly skewed class distribution, which means that there are many

more non-interacting pairs than interacting pairs. On average only 1 in∼1000 human

proteins interacts with another human protein. A similar estimation was conducted

and averagely only 1 in 600 possible protein pairs actually interact in Yeast.

• Second, only a small number of positive examples (interacting pairs) are reliable.

Also no available large negative set is available.

• Third, the cost for misclassifying an interacting pair is different from the cost for

misclassifying a non-interacting pair.

68
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Figure 5.1: A schematic diagram of data distributions in the PPI prediction task. The
task has a highly skewed class distribution, with only a small number of positive examples
(circled ’+’) being known and no confirmed large set of negative examples (circled ’?’).

All these constraints make the computational problem quite hard (Section 4.2.3). Fig-

ure 5.1 gives a schematic illustration for the distribution of examples possible for this

task: circled plus symbols represent positive examples and circled question marks mean

the rest. Clearly assuming a linear boundary or some other shapes of boundaries between

two classes (positive to the rest) does not seem appropriate.

Our goal of computational PPI predictions is to find out possible interacting pairs in a

certain model organism as accurately as possible and as completely as possible. Addition-

ally, when biologists choose candidates based on the computational predictions, due to the

difficulties intrinsic in the biological experiments, it is not feasible for them to validate a

large number of putative interactions. Thus, it is essential to rank unknown positive pairs

as high as possible.

Considering the properties of reference sets and the above goals, we propose to han-

dle this task in a ranking style: (1) Trying to rank the known positive items high in the

prediction list; (2) Being able to rank the unknown positive items as high as possible.

As described in Chapter 3 and Chapter 4, it is important to integrate both direct evidence

and indirect biological information when predicting protein-protein interactions. When

combining disparate biological datasets, several facts need to be considered: (1) Biological
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features are noisy and are often containing many missing values. (2) Features are heteroge-

nous, with some being categorical while others continuous. (3) Features correlate with the

interaction relationship at various levels. Some features should be weighted more heavily

than others (for example, the direct experimental evidence should be weighted higher than

the indirect evidence).

This chapter focuses on how to measure the similarity between protein pairs by in-

tegrating multiple biological evidence. We present a method that overcomes the above

problems by using a random forest method to compute the similarity between protein in-

teraction pairs. We construct a set of decision trees in which each tree contains a random

subset of the attributes. Next, protein pairs are propagated down the trees and a simi-

larity matrix based on leaf occupancy is calculated for all pairs. Decision trees and the

randomization strategy within the random forest can accommodate heterogenous data and

can automatically weight the different data sources based on their ability to distinguish be-

tween interacting and non-interacting pairs. Because the trees are generated from random

subsets of the possible attributes, missing values are filled in by the use of an iterative algo-

rithm. Finally, a weighted k-nearest-neighbor algorithm, in which distances are based on

the computed similarity, is used to classify (rank) pairs as interacting or not.

5.2 Methods

Multiple high-throughput datasets were used to construct a d-dimensional vector X(i) for

every pair of proteins. Each entry in the vector summarizes one of these datasets (asking,

for example, ”Are these two proteins bound by the same transcription factor?” or ”What is

their expression correlation?”. Table 5.1 gives a complete set of attributes in each vector).

Given these vectors the task of predicting protein interaction can be represented as a binary

classification problem. Given X(i) does the i-th pair interact (Y (i) = 1) or not (Y (i) = −1).

As we point out above, this task has a number of properties (high noise rate, missing

value problem and heterogenous nature), reference set problem (highly skewed and no

negative set) and prediction objectives (ranks also matter and cost factor). In order to

overcome these difficulties we divide the classification task into two steps (see Figure 5.2):

• First we compute a similarity measure between pairs of genes.
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Figure 5.2: Classification process. To generate the random forest a subset of training data
is selected for each tree. Next, for each node in the trees a random subset of the attributes is
chosen and the attribute achieving the best division is selected. Once the trees are grown, all
protein pairs (remaining training and test sets) are propagated down the trees and similarity
is computed based on leaf occupancy (see text). Using the computed similarity a weighted
kNN algorithm is used to rank pairs by the resulting interaction scores.

• Then this measure is used to rank protein pairs by a k-Nearest-Neighbor (kNN) ap-

proach.

Below we discuss each of these two parts in detail.

5.2.1 Random Forest Similarity

Random forest [98] method is used to determine the similarity between protein pairs here.

As stated in Chapter 4, Random forest (RF) was initially introduced as a classification

algorithm, though it can also be used to compute similarities. RF constructs a large set of

independent decision trees. Results from these trees are combined for the classification or

similarity calculation task.

A decision tree is a binary tree with nodes corresponding to attributes in the input

vectors. Tree nodes are used to determine how to best propagate a given attribute set down

the tree. Nodes can either be threshold nodes or categorical nodes. Decision trees also

contain terminal (or leaf) nodes that are labeled as -1 or 1. In order to classify a protein
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pair as interacting or non-interacting, the pair is propagated down the tree and a decision

is made based on the terminal node that is reached. The Random Forest (RF) [98] consists

of a collection of independent decision trees. Trees are grown using a training set. At

each node the algorithm searches for the attribute that best separates all instances in that

node. If the attribute perfectly classifies all instances so that all of them in one of the two

descendent nodes have the same label, then this node becomes a terminal node with the

appropriate label.

For a given forest f we compute the similarity between two pairs of protein pairs X(1)

and X(2) in the following way. First, we propagate the value of each pair down all trees

within f . Next, the terminal node position for each pair in each of the trees is recorded. Let

Z(1) = (Z
(1)
1 , , Z

(1)
K ) be these tree node positions for X(1) and similarly define Z(2). Then

the similarity between pair X(1) and X(2) is set to:

S(X(1), X(2)) =
K∑

i=1

I(Z
(1)
i == Z

(2)
i )/K (5.1)

Where I is the indicator function. As we discuss in Results, in order to allow for cross

validation tests we partition our training set to two lists. The first is used to generate the

random forest. The second is used for the kNN algorithm. In order to compute similarities

using the second set the following algorithm is used. Given a random forest with K trees

and up to N terminal nodes in each tree we first generate a N ∗ K vector V where each

entry in V contains a linked list of training set pairs that reside in that node. Given a new

test pair we first propagate it down all trees (in O(N*K) time) and for each of the terminal

nodes it arrives at, we find the corresponding set of training pairs from V . For each such

pair we increase their similarity count by one. Thus, for a given test pair it takes only

O(—Strain—+NK) to compute its similarity to all the training points, where Strain is the

training set and |S| means the number of elements in S.

5.2.2 Classification of Protein Pairs

We use a weighted version of the k-Nearest Neighbor (kNN) algorithm to classify pairs as

interacting or not. While we have tried a number of classifiers for this data (see Results)
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the main advantage of kNN for this task is its ability to classify based on both similarity

and dissimilarity (as opposed to similarity alone). As can be seen in Figure 5.32, while non

interacting pairs are similar to each other, the main distinguishing feature of interacting

pairs is their distance from (or dissimilarity with) non interacting pairs. Due to the highly

skewed distribution of interacting and non interacting pairs, it is likely that the closest pair

to an interacting pair will be a non interacting pair (though their similarity might not be

high). Decision trees (or RF) may use these to incorrectly classify an interacting pair as

non interacting. However, kNN can take into account the magnitude of the similarity, and

if it is too weak, it will be classified as interacting.

Specifically, given a set of training examples (X(i), Y (i)), and a query point X(q) , we

calculate the interaction possibility score for q using the weighted mean of its neighbor’s

Y (i) values, where the weight depends on the similarity of each of training pairs to q:

f(q) =
k∑

p=1

S(X(q), X(neighbor(p))) ∗ Y (neighbor(p)) (5.2)

Here S(X(i), X(q)) is the similarity between i and q as computed by RF. The testing

set then turns into a ranking list of protein pairs by these pairs’ derived interaction scores.

A cutoff t can be derived using a validation set to threshold this ranking list such that q is

classified as interacting if f(q) > t.

When the cost factor needs to be considered, our model could be easily extended. For

example, if the cost of misclassifying one positive pair is ’2’ and the cost of misclassifying

one negative pair is ’1’, we could change the positive pairs’ label value as Y = 2 instead of

the original Y = 1 (negative pairs’ label value would remain ’-1’ for this case). This shows

how the cost factor would affect the ranking list through Equation 5.2.

5.3 Experiments and Results

We first discuss the biological data used for building the feature vectors of Yeast pairs. Next

we present results for applying our classification method for determining protein interaction

pairs in yeast.
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Figure 5.3: The pairwise RF similarity. Three histograms of pairwise similarities between
all positive pairs (left) all random pairs (center) and between all positive and all random
pairs. Note that while the random set is fairly tight, the positive set exhibits a greater
diversity and is also far (on average) from most random samples. kNN can utilize this fact
by relying on the actual distance to the closest neighbors (see text for details).

5.3.1 Feature Set

As mentioned in the introduction, there are many high throughput biological data sources

related to protein-protein interactions. The method described here is general and can be

used with any type of biological data. Thus, while we have tried to use as much data

sources as we could, when a new data source (such as protein expression arrays) becomes

available, the method discussed in this chapter can take advantage of that data as well. We

extract a total of 15 attributes (Table 5.1) for each protein pair. Overall, these data sources

can be divided into three categories: Direct experimental data sets (two-hybrid screens

and mass spectrometry), indirect high throughput data sets (gene expression, protein-DNA

binding etc.) and sequence based data sources (domain information, gene fusion, etc).

The feature vector for yeast PPI task in this chapter are encoded with the summary feature

style. In addition to combining these data sources, our method can also indicate which of

the different data sources is better for predicting protein interactions as we discuss below.

Biological data sets usually have missing value problems. Table 5.1 lists the degree of

missing value for each feature as its forth column.

5.3.2 Performance Comparison

We compare the proposed method with several popular classifiers in this section.
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Table 5.1: Feature set for Yeast PPI predictions(in summary encoding). We extract a total
of 15 attributes for each protein pair. Overall, these data sources can be divided into three
categories: direct experimental data set, indirect high throughput data sets and sequence
based data sources. The first column lists the feature index number. The second column
lists the feature name. The third column indicate the degree of feature importance. Features
are listed in decreasing order using the importance ranking. The forth column lists the
coverage of the feature.

No. of Features Dataset Importance Ranking Coverage
(Counting Way, N=4)

1 Gene Expression 0.1868 0.9586
2 Protein Expression 0.1302 0.3696
3 Domain-Domain Interaction 0.1154 0.0064
4 GO Biological Process 0.1053 0.6305
5 TAP Mass 0.0800 0.0468
6 Synthetic Lethal 0.0739 1.0000
7 GO Cellular Component 0.0570 0.7852
8 GO Molecular Function 0.0519 0.5188
9 Y2H 0.0427 0.3382
10 HMS-PCI Mass 0.0425 0.0468
11 Syn-expression 0.0385 1.0000
12 Gene Co-occur 0.0317 1.0000
13 Gene Neighborhood 0.0211 1.0000
14 Protein-DNA Binding 0.0178 1.0000
15 Gene Fusion 0.0052 1.0000

Reference set Any classification algorithm requires a training set. For the positive set

(or the interacting pairs) we use a set of 4000 protein pairs derived for the database of

interacting proteins (DIP) [60]. This database is composed of interacting protein pairs

which have been experimentally validated, and thus can serve as a reliable positive set.

Unlike positive interactions, it is rare to find a confirmed report on a non interacting pair. A

random set of protein pairs (minus positive ones) is used as the negative set. This selection

is justified because of the small fraction of interacting pairs in the total set of potential

protein pairs. It is estimated that only 1 in 600 possible protein pairs actually interact

[119, 47] and thus, over 99.8% of our random data is indeed non-interacting which is
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Table 5.2: Reference set (gold standard set) for yeast PPI predictions.

Set Num. of Pairs Note
Positive Set 4036 Small scale PPI experiments (from DIP [60])
Random Set 2,391,420 Random minus positive

probably better than the accuracy of most training data. The basic situation of our reference

set is described in Table 5.2 below.

Evaluation setting We use the precision vs. recall curves to perform the comparisons.

Precision estimates the fraction (or percentage) among the pairs identified as interacting by

the classifier that are truly interacting. Recall means for the known interaction pairs, what is

the percentage that is identified? In other words, precision is the accuracy of our predictor

whereas recall is the coverage of the classifier. Note that even 50% or lower precision can

useful. For example, biologists studying a specific protein can extract a list of potential

interacting partners computationally first and carry out further experiments knowing that

on average 50% of their experiments will identify true interacting pairs. The ratio is much

better than if the set of potential pairs was randomly selected (estimated 1 out of 600).

For our algorithm, in each cross-validation run, we divide our training set into two equal

parts. The first part is used to construct the random forest and the second is used by the

kNN algorithm. Thus, our algorithm uses the same amount of training data as the other

algorithms we compare to (see below). In order to generate a precision-vs-recall curve

we use different thresholds as discussed above. For the other classification methods, we

generate the curve in a similar manner. For instance, for the naive Bayes classifier, we can

use the naive Bayes prediction probability of a test point to arrive at a ranked list.

Performance Figure 5.4 shows a comparison between our method and a number of other

classification algorithms. The figure on the left compares our method with a weighted kNN

that uses Euclidean distance instead of the random forest similarity, with the naive Bayes

method and with a single decision tree. For a wide range of high precision values our

method outperforms the other methods. It is especially interesting to compare our method
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with the kNN method using Euclidian distance. As can be seen, using the robust similarity

estimates from the random forest results greatly improves the classification results. Fig-

ure 5.4 also includes a comparison of our algorithm to a classification method that only

uses the resulting random forest (based on popular vote) to classify protein pairs and to

a number of other popular classifiers including Support Vector Machine (SVM), logistic

regression and Adaboost (right figure). In all cases, our algorithm performed better for

precision values that are higher than 0.32. Specifically, holding precision fixed at 0.5 (or

50%), our algorithm achieved a recall rate of 20% while logistic regression achieved 14%

recall, random forest and SVM achieved 11% recall and Adaboost had a 7% recall rate.

Finally, we note that while the methods we have used to compare our algorithm with were

inspired by previous work (such as single decision tree [52] and naive Bayes [48], we have

used a slightly different feature set and a different training set compared to each of these

two papers. Thus, the results reported for these methods here are not comparable to the

ones earlier reported in these related papers.

Figure 5.4: Precision vs. Recall curves. Left: Comparison of weighted kNN using random
forest similarity, weighted kNN using Euclidean distance, naive Bayes and a single decision
tree (J48); Right: Comparison of weighted kNN using random forest similarity, logistic
regression, support vector machine, Adaboost and random forest classifier.

Important attributes Biologically, it is of particular interest to identify the attributes

and data sources that contribute the most to our ability to classify protein pairs. Such
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an analysis can help uncover relationships between different data sources which are not

directly apparent. In addition, it can help identify what data sources should be generated

for determining interaction in other species (for example, in human). One way to determine

such a set using random forest is to score attributes based on the levels of nodes that use

them to split the data. Since each node splits the data using the best available attribute,

attributes used in higher levels in the tree contribute more than those used in lower levels.

To arrive at a rough estimate for the contribution of each attribute we have counted

the percentage of nodes that use this attribute in the top four levels of all trees in our

trained random forest model. Of the 15 features we used, gene co-expression had the

highest score with 18% of top nodes using it to split the input data. Next came three

features: protein co-expression, domain-domain interaction and GO co-process, each with

∼11% of the nodes. These were followed by TAP mass spectrometry data (8%) GO co-

localization (6%), Y2H screens (4%) and HMS-PCI (4%) (See Table 5.1 for the complete

list). Interestingly, indirect information played a very important role in the decision process

though this results may result from the fact that direct experiments cover less than 30% of

all protein pairs. However, mass spectrometry data are clearly more significant than Y2H

data, consistent with the notion that mass spectrometric identification of protein-protein

interaction is less prone to artifacts than Y2H experiments. It is particularly encouraging

that co-expression and GO features contribute such strong components to the prediction,

clearly supporting the notion that a large amount of indirect data measuring the biologically

relevant information is helpful in predicting interaction partners.

5.3.3 Validation: Yeast Pheromone Response Pathway

To analyze the utility of our computational results in the design of new experiments, we

compare the predictions of our method to their labels for one specific pathway, the yeast

pheromone pathway. The yeast mating factors MAT /a bind to their cognate membrane

receptors, Ste2/3, members of the G protein coupled receptor family. Subsequent binding

and activation of the G protein induces a MAP kinase signaling pathway via the G protein

βγ subunit.
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Table 5.3: Performance statistics of our validation. We compare predicted pairs with the
small positive label DIP [60] set and the pair interacting relationships in KEGG [62]. The
number ”19” with star symbol labels those pairs having no evidence as interacting or non-
interacting, which need further analysis.

Test Set Predicted Positive Predicted Negative
Whole 300 44 / 300 256 / 300
POS by both 11 /300 8 / 44 3 / 256
POS by DIP only 31 /300 13 / 44 18 / 256
POS by KEGG only 8 / 300 4 / 44 4 / 256
Rest 251 / 300 19* / 44 231 / 300

We select 25 proteins that are known to participate in this pathway. We apply our algo-

rithm (using a different training set) to classify the 300 (25*24/2) potential interacting pairs.

The performance statistics are presented in Table 5.3. Our algorithm classify 44 of these

pairs as interacting. 31 of these pairs (70.45%) are known to interact while only 2 (4.55%)

are verified to be wrong predictions. The remaining 11 pairs (25%) are new predictions

that are reasonable and would functionally make sense. They form two clusters: The first

involves the possible interaction between the STE5 anchor protein and the receptors. The

receptor would then lead to additional interactions due to STE5’s anchoring function. The

second cluster involves a possible interaction between the most downstream components

of the signaling cascade including BEM1, BNI1 and FUS1, mediating cell fusion (see [8]

for details). These new preliminary findings can be used to design future lab experiments.

5.4 Summary

In this chapter we presented a method for predicting protein-protein interactions by inte-

grating diverse high-throughput biological datasets. Our method involves two steps. First,

a similarity measure is computed between protein pairs. Then a classification algorithm

uses the computed similarities to classify pairs as interacting or non-interacting. We have

applied our algorithm to the task of classifying protein pairs in yeast. As we have shown,

our algorithm outperforms previous methods suggested for this task and can also produce
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meaningful biological results for known pathways in yeast.

We have used random forest to derive a similarity function between protein pairs. Re-

cently, a number of methods have been suggested for learning distance matrices [120]. We

would like to test some of these methods and see if they can improve the accuracy of our

classification. It will be especially challenging to apply these methods to datasets with

missing values, like those used in this research.

Interestingly, many of the features determined to be important using our method are

indirect measurements. This opens the possibility of extending this method to determine

interacting pairs in organisms for which little direct high throughput information is avail-

able, such as humans.



Chapter 6

PPI Prediction by Multiple View
Learning

In the traditional single-view machine learning scenario, learners have access to the entire

set of features in the domain (for example, see Chapter 4 and Chapter 5). By contrast, in

the multi-view setting, one can partition the domain’s feature in subsets (views) that are

sufficient for learning the target concept. For instance, in our PPI prediction task, some

researchers carried out interaction prediction based on the protein sequence and structure

only; Others predict interactions on pathways through gene expression data analysis. In

a multi-view learning problem, an example x is described by a different set of features in

each view (we name these views as feature experts in the following). For example, in a

domain with two views V1 and V2, a labeled example is a triple < x1, x2, y >, where y

is its label, and x1 and x2 are its descriptions in the two views. Similarly, an unlabeled

example is denoted by < x1, x2, ? >. Learning from multiple views was first proposed by

Blum and Mitchell (1998) in the Co-Training [121] approach for web classification task.

They proved that for a problem with two views the target concept can be learned based on

a few labeled and many unlabeled examples, provided that the views are compatible and

uncorrelated. Multi-view algorithms then have been successfully applied to a variety of

tasks in real-world domains [122, 123, 124].

Our last two chapters handle the PPI prediction problem by single-view learning. In

this chapter we handle this prediction task through multiple views learning using a mixture

81
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model.

6.1 Introduction

A number of researchers recently (Chapter 3) presented methods for integrating direct and

indirect data in predicting interactions. While useful, the methods do not address two

important problems in this domain. First, these classification methods estimate a set of

parameters that are used for all input pairs. However, the existing biological datasets con-

tain many missing values and highly correlated features. Thus, different protein pairs may

benefit from using different feature sets. The second problem is that biologists who want

to use these methods to design experiments cannot easily determine which of the features

contributed to a resulting prediction. Since different researchers may have different opin-

ions regarding the reliability of the various features, it is useful if the method can indicate,

for every pair, which of the features contribute the most to the classification result.

In this chapter we address the above challenges from multiple views using a mixture

model that is named Mixture-of-Feature-Experts (MFE). We divide the biological datasets

into several groups (each group as a view or an expert). Each group represents a specific

data type and is used by a feature expert (classifier) to predict interactions. Results from all

experts are combined such that the weight of each expert depends on the input sample and

thus varies between input pairs. This weight can also indicate the importance of the features

used by the expert for predicting a pair. We applied our method to predict PPIs in yeast and

human. Using Precision vs. Recall curves and AUC scores we show that the MFE method

improved upon traditional classification methods that were previously applied in predicting

PPIs. For a specific Yeast pathway, the pheromone pathway, we show that it is possible to

extract confidence information from the weight distribution, in addition to providing new

predictions.
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6.2 Methods

There are many biological data sets that may be directly or indirectly related to PPIs. We

tried to collect as many as possible for yeast and human. The extracted features are de-

scribed in detail in Chapter 4 and 5.

Several feature properties need to be considered when designing algorithms. First dif-

ferent features have varying degrees of missing values. Second, the derived features are

heterogeneous. In addition, some of them are highly correlated features (for example ex-

pression data from two different stress response experiments). Third, there is the issue of

weighting these different data sources. Different protein pairs may benefit from using dif-

ferent feature sets in the prediction process. For every pair it is useful for computational

techniques to provide information about how features contribute to the classification pre-

dictions. For biologists who want to use these methods to build new hypotheses, integrating

this information and the expert knowledge could assist in lab experimental design.

6.2.1 Feature Experts

Figure 6.1: Mixture of Four Feature Experts. Graphical representation of the Mixture-of-
Feature-Experts method (MFE) for yeast. For definition of P,F,S,E experts, see details in
Section 6.2.1.

Overall, the biological data sources can be divided into four feature categories, which

are referred to as feature experts (called as ’views’ in multiple view learning) in this chapter:

1. Expert P: direct high-throughput experimental PPI data. This category contains those

data sets that directly detected interaction relationships between proteins. They were
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derived through high-throughput biological experiments such as Y2H screens and

mass spectrometry.

2. Expert E: indirect high-throughput data. This category includes those experimental

data sources that were generated through high-throughput techniques and represent

certain aspects of genes/proteins other than the PPI relationship, such as gene expres-

sion and protein-DNA binding.

3. Expert S: sequence based data sources. This category includes those features that

represent how similar two proteins are based on sequence or structure information.

For example, this expert includes domain information and gene fusion data.

4. Expert F: functional properties of proteins. This category contains information about

how similar two proteins are in terms of functional annotations such as biological

process, protein localization, protein class, and essentiality.

After splitting, the features within experts are derived from similar data sources and

are roughly homogeneous when compared with each other. Usually biologists could give

opinions and make comparisons on general categories of biological evidence. Thus, it

would also be useful for computational methods to provide automatic information about

how several feature categories (experts) contribute to every predicted interaction pair. The

derived computational importance together with biologists’ expert knowledge could assist

the further prediction analysis and the design of lab PPI experiments. In this work, we

divided features into four experts. Apparently, the number of experts to be split into could

be different. The splitting depends on the need of the application and the analysis ability of

the biologists who would validate the predictions.

Features for Yeast For yeast a total of 162 feature attributes is collected from 17 different

data sources (Table 6.1). Three data sources are derived from the direct high-throughput

yeast PPI data sets, with two from mass spectrometry and one from high-throughput yeast-

two-hybrid screens. These evidence describe pair of proteins directly and thus are used as

feature items in the feature vector. Six data sources represent each gene’s functional annota-

tions. The ’similarity’ features derived from them represent how similar two proteins occur



CHAPTER 6. PPI PREDICTION BY MULTIPLE VIEW LEARNING 85

in the certain annotation space or from a specific function perspective. Four other different

sources derived features that describe the similarity between two genes from sequence and

structure perspectives. The remaining attributes are all based on indirect high-throughput

experimental data. For example, this includes gene expression correlations. All related

data sources and how they were converted into features representing pair of proteins have

been described in details in [4].

Table 6.1: Feature set derived for pairwise protein-protein interaction prediction in yeast.
We use a total of 162 features from 17 different data sources. The first column lists the
feature expert to which the feature source was assigned. We have designed a total of four
experts: P, F, S and E (for definition see Section 6.2.1). The second column lists the name
of the feature source. The third column lists the number of attributes from each source. The
fourth column presents the average percentage of pairs for which information is available
using this feature source. All related data sources and how they were converted into features
have been described in details in [4].

Expert Feature Source Size Coverage (%)
P HMS-PCI MS 1 8.3
P TAP MS 1 8.8
P Yeast-2-Hybrid 1 3.9
F GO Function 21 80.7
F GO Process 33 76.1
F GO Component 23 81.5
F Essentiality 1 100
F MIPS protein class 25 4.6
F MIPS mutant phenotype 11 9.4
S Gene fusion/cooccurence 1 100
S Sequence similarity 1 100
S Homology derived PPI 4 100
S Domain interaction 1 100
E Gene Expression 20 88.9
E Protein Expression 1 42.8
E Trans Factor Binding 16 98.0
E Synthetic Lethal 1 7.6
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Table 6.2: Feature set derived for pairwise protein-protein interaction prediction in human.
We collected a total of 27 features from 8 different data sources. The first column lists the
feature expert to which the feature source was attributed to. Unlike yeast, for human we
had a total of three experts: F, E and S (for definition see Section 6.2.1). The second
column lists the name of the feature source. The third column lists the number of attributes
from each source. The fourth column presents the average percentage of pairs for which
information is available using this feature source.

Expert Feature Source Size Coverage(%)
F GO Function 1 39.1
F GO Component 1 36.3
F GO Process 1 37.6
F Tissue 1 57.1
E Gene Expression 16 34.0
S Sequence similarity 1 100
S Yeast Homology PPI 5 100
S Domain interaction 1 37.7

Features for Human For human we collected a total of 27 feature attributes from 8

different data sources (Table 6.2). Collecting data for human proteins is much harder than

for yeast because several data sets that are available for yeast are not yet available for

human and there exist much more human proteins than yeast.

Note that in human there are only two very small Y2H data sets [34, 19] available. We

therefore currently do not have a ’P’ feature expert for human data. As more data sets

become available, this feature expert can be generated for human as well.

6.2.2 Mixture of Feature Experts (MFE)

Using the multi-view setting, features are grouped into four (for yeast) or three (for human

PPIs) categories. While the features are heterogeneous overall, within feature experts,

attributes are roughly homogeneous and are derived from similar data sources. Our main

intuition in using the expert-based structure is to investigate the relationship between these

homogeneous feature groups in terms of predicting PPIs and to compare the importance

of experts contributing to each prediction. This provides a principled way for selecting
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informative feature types during the prediction process.

We design a method called Mixture-of-Feature-Experts (MFE) to achieve the above

computational properties. As Figure 6.1 shows, our framework can be viewed as a single

layer tree, with feature experts at the leaves. Each expert uses one of the dataset groups to

predict PPIs. A root gate is used to integrate predictions from multiple feature experts. The

weights assigned to each of the experts by the root gate depends on the input set for a given

pair. Intuitively, this framework is analogous to the following process: each feature expert

gives their opinion about how likely the investigated pair interacts and then the gate creates

a final decision by the weighted sum of the experts’ predictions. Moreover, these weights

are local and specific to the current example pair.

In the following sections, X describes the input feature vector variable and Y represents

the target output variable. Input variable X represents d-dimensional feature vectors built

from features in Table 6.1 or Table 6.2. Target variable Y ∈ {−1, 1} means whether a

protein pair interacts (1) or not (-1).

Given our feature experts setting, the conditional probability of the target variable Y

given the input variable X could be written as:

P (Y |X) =
∑
M

P (M |X)P (Y |X, M) (6.1)

where M is a set of hidden data and indicates which expert was responsible for gen-

erating each example data pair. Having I experts, M is a I-dimensional indicator vector

variable. That is, all entries in M are 0 except for one of the entries which is set to 1. The

sum is over all configuration of variable M . In other words, target class label Y is depen-

dent on the input data X and the choice of expert M . The choice of M is also dependent

on the input X . P (M |X) is modeled using the root gate, while P (Y |M, X) is modeled

by each feature expert in our framework. The graphical model view of MFE method is

illustrated in Figure 6.2. This Bayesian network structure states that the target variable Y

is dependent on the input vector variable X and the multinomial random variable M . It is

essentially a modification of the probabilistic Mixture-of-Experts (ME) model [125].

Using a training set including N examples, the n-th example pair is described using

(x(n), y(n)). For n = 1 to N , each data example (x(n), y(n)) has a corresponding vector
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Figure 6.2: A graphical model view of the Mixture-of-Experts (ME) method. The target
variable Y is dependent on the input vector X and the multinomial random variable M .
P (M |X) is modeled by the gate while P (Y |X, M) is modeled by the experts.

m(n). The dimension of vector m(n) is equal to the number of feature experts: I (I = 4 for

yeast and I = 3 for human). With i = 1 to I , n = 1 to N , each entry of this vector m
(n)
i is

as following:

m
(n)
i =

{
1, if using feature expert i for example n

0, otherwise.
(6.2)

Thus, based on Equation (6.1) the conditional probability P (y(n)|x(n)) is formulated

specifically as:

P (y(n)|x(n)) =
I∑

i=1

P (m
(n)
i = 1|x(n), v)P (y(n)|x(n), m

(n)
i = 1, ωi) (6.3)

where wi are the model parameters used for feature expert i and v contains the model

parameters used for the gate.

In general each expert can take any form such that the expected value of their probability

density is consistent with the form of the problem. In this work, we use binary logistic
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regression for each of the feature experts. For the i-th expert (i = 1...I) we write:

P (y(n)|x(n), m
(n)
i = 1, ωi) =

1

1 + exp(−y(n)(wT
i x(n)))

(6.4)

Similarly, the root gate can take any functional form that is consistent with a probabil-

ity distribution. For instance [125] used multinomial logit models for the gates. Here, we

extend the binary logistic regression to model the multinomial probability distribution of

variable M through voting. This is analogous to using the one-versus-all strategy to trans-

form a I-class classification into I binary logistic regression problem [106]. First binary

logistic regression model is run once for each output branch of the root gate. Next, mod-

ified probability weights are calculated for each branch by combining all branch models.

Each branch of the root gate controls the weighting of a certain feature expert in our work.

For the i-th branch (i = 1...I for our gate) vi represent the logistic regression parameters

for this branch and variable Ci represents the binomial probability distribution from this

branch. Thus,

P (c
(n)
i = 1) =

1

1 + exp(−(vT
i x(n)))

(6.5)

Then by normalizing over all branches, we get the multinomial probability distribution

of variable M as below:

P (m
(n)
i = 1|x(n), v) =

P (c
(n)
i = 1)∑I

j=1 P (c
(n)
j = 1)

(6.6)

This means that P (m
(n)
i = 1|x(n), v) depends on the input attributes (x(n)) and it repre-

sents the gate weight for expert i when predicting the n-th pair. In all of the above logistic

regression steps, we apply ridge estimators to infer stable regularized parameters.

In summary within our feature experts framework the interaction prediction from MFE

is a weighted sum of the opinions from each feature expert. The weights assigned to each

expert are controlled by the input feature values as well as by the feature experts.
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6.2.3 Expectation Maximization (EM)

Based on the probabilistic model in Equation (6.1), learning in MFE architecture is treated

as a maximum likelihood problem. The model parameters include the gate parameters v

and the expert parameters ωi. We compute the log likelihood by taking the logarithm of the

products of P (y(n)|x(n)) as follows,

ll =
N∑

n=1

log(
I∑

i=1

P (m
(n)
i = 1|x(n), v)P (y(n)|x(n), m

(n)
i = 1, ωi)) (6.7)

In the following we use Θ as the set of all the parameters including both experts and

gate parameters.

Jordan and Jacobs [126] have proposed an expectation-maximization (EM) algorithm

for adjusting parameters in ME architecture. The EM algorithm is an iterative approach for

maximum likelihood estimation (MLE). Each iteration of an EM algorithm consists of two

steps, the E-step and the M-step. For the t-th epoch, model parameters are represented as

Θt.

In the E-step we compute the posterior probability h
(n)
i using Equation (6.8). h

(n)
i

represents the posterior weight for expert i in predicting pair n once both the input and

the target output are known. h
(n)
i is derived using Bayes rule:

h
(n)
i = P (m

(n)
i = 1|x(n), y(n), Θt) (6.8)

=
P (m

(n)
i = 1|x(n), Θt)P (y(n)|x(n), m

(n)
i = 1, Θt)

P (y(n)|x(n), Θt)
(6.9)

=
P (m

(n)
i = 1|x(n), vt)P (y(n)|x(n), m

(n)
i = 1, ωt

i)∑I
j=1 P (m

(n)
j = 1|x(n), vt)P (y(n)|x(n), m

(n)
j = 1, ωt

j)
(6.10)

By decomposition of the expected complete data-likelihood, the M-step reduces to sep-

arate maximization problems [126, 125], one for each expert and gate. In our MFE frame-

work it solves the following maximization problems: for each expert,

ωt+1
i = argmaxωi

N∑
n=1

h
(n)
i log(P (y(n)|x(n), m

(n)
i = 1, ωi)) (6.11)
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and for the root gate,

vt+1 = argmaxv

N∑
n=1

I∑
j=1

h
(n)
j log(P (m

(n)
j = 1|x(n), v)) (6.12)

Each of these maximization problems are themselves maximum likelihood problems

[126, 125]. Equation (6.11) is simply the general form of a weighted maximum likelihood

problem in the probability density P (y(n)|x(n), m
(n)
i = 1, ωi). Given our expert choice,

the log likelihood in Equation (6.11) is a weighted log likelihood (weighted by h
(n)
i ) for

the logistic regression model. An efficient algorithm known as iteratively reweighted least-

squares (IRLS) is available to solve this maximum likelihood task [126].

Equation (6.12) involves maximizing the cross-entropy between the posterior proba-

bility h
(n)
j and the prior probability P (m

(n)
j = 1|x(n), v). This cross-entropy is the log

likelihood associated with a multinomial logistic gate model in which the h
(n)
j could be

treated as an output observation. Thus the maximization in Equation (6.12) is a maxi-

mum likelihood problem for a generalized linear model and can also be solved using IRLS

technique.

Overall the EM algorithm could be summarized as the following iterative process:

1. For each data pair (x(n), y(n)), compute the posterior probability h
(n)
i using the current

values of the parameters.

2. For each expert i, solve a maximization problem in Equation (6.11) with observation

{x(n), y(n)}N
n=1 and observation weights {h(n)

i }N
n=1.

3. For the root gate, solve the maximization problem in Equation (6.12) with observa-

tion {x(n), y(n)}N
n=1 and observation weights {{h(n)

i }N
n=1}I

i=1.

4. Iterate by using the updated parameter values until a termination criterium is satisfied.

6.2.4 Dealing with Feature Missing Value Problem

As pointed out, biological datasets contain many missing values and this problem prevails

a serious obstacle in achieving significant improvements in prediction performance.
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The simplest approach to handle the missing feature items is to fill the missing entries

using certain values. For example, for a real-valued feature the filled value could be the

mean of the feature column or for a categorical feature we could use the most common

value. In the following sections we use the term ’MFE-FM’ to represent the MFE method

while using mean estimates for missing values (MFE-FM: mixture of feature experts with

missing values filled).

We apply a more principled strategy to handle missing feature values. Specifically, for

each feature that has low feature coverage, this strategy add an extra feature column to

represent the feature availability.

For d = 1...D (D = 162 for yeast and D = 27 for human), Xd represents the d-th

feature column and g(Xd) describes the ratio of missing cases for feature Xd. If g(Xd) is

larger than a predefined ratio, we add a new, binary, feature column X(D+1) to represent the

availability of feature Xd. That is, if for an example pair the feature Xd is missing, this new

feature X(D+1) would be set to 0. Otherwise it would be set to 1. The method now uses

this new feature and can learn different parameters for observed and estimated features.

Totally if there are p original feature columns that have new feature columns added, the

final feature vector then grows to be D + p dimensional. While this strategy increases the

size of our feature set, it is still very small (∼200 for yeast and ∼50 for human) compared

to the total number of protein pairs (∼18M for yeast and ∼4000M for human).

In our MFE framework, since the weighting depends on the input features, using this

adding features strategy our classifiers can use the present / absent information to modify

the weights of different feature experts. Similarly this strategy could also improve the

classifiers used by each feature expert. In the following sections the term ’MFE’ means the

MFE method when using this added extra features strategy.

6.3 Experiments and Results

We first discuss the reference sets and evaluation strategies used in performance compar-

isons. Next we present results for comparing the MFE method to several popular classifiers

for predicting protein interaction pairs in yeast and human.
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6.3.1 Experimental Setting

Reference Set (Gold Standard Set) As described in Chapter 3, any classification algo-

rithm requires a training set. For the positive set, there are a small number of interacting

protein pairs that have been reliably determined by small-scale laboratory experiments.

This set serves as our positive standard for this learning problem. For yeast, ∼2900 inter-

acting protein pairs were extracted from the database of interacting proteins (DIP) [60]. For

human, ∼15,000 protein-protein interaction pairs were extracted from the Human protein

reference database (HPRD) [127]. Both sets were filtered to exclude self-interactions. A

random set of protein pairs are used as the negative set, excluding those interacting pairs

that are known. In yeast, it is estimated that roughly only 1 in about 600 possible pairs

actually interacts [8]. In human, this ratio is even smaller, roughly 1 in several thousands

of possible pairs is estimated to interact. Thus, over 99.8% of our random data is indeed

non-interacting, which is probably better than the accuracy of most training data. Combin-

ing the positive and negative PPI sets, a reference set (also referred to as gold standard set)

is then constructed for use as training/testing sets when applying learning methods.

The extreme unbalanced ratio situation between positive and negative sets should be

taken into account in designing proper computational methods for this task.

Evaluation Strategy Based on the reference set, we use again the following two mea-

sures to evaluate the performance of our predictions, Precision vs. Recall curves and AUC

scores (area and partial areas under the Receiver Operator Characteristic curve).

In Precision vs. Recall curves, Precision refers to the fraction of interacting pairs pre-

dicted by the classifier that are truly interacting (true positives). Recall measures how many

of the known pairs of interacting proteins have been identified by the learning model. The

Precision vs. Recall curve is then plotted for different cutoffs on the predicted score.

Receiver Operator Characteristic (ROC) curves plot the true positive rate against the

false positive rate for different cut-off values of the predicted score. It measures the trade-

off between sensitivity and specificity. The area under the ROC curve (AUC) is commonly

used as a summary measure of diagnostic accuracy. It can take values from 0.0 to 1.0. In

some cases, rather than looking at the area under the entire ROC curve, it is more informa-

tive to only consider the area under a portion of the curve. In our prediction task, we are
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predominantly concerned with the detection performance of our models under conditions

where the false positive rate is low. For example, R50 is a partial AUC score that measures

the area under the ROC curve until reaching 50 negative predictions. Similarly R100 is the

partial AUC score when reaching 100 negative predictions.

6.3.2 Performance Comparison

To measure the ability of the MFE method to predict PPIs, we compared it with four other

popular classifiers that have been suggested in the past for this task: Logistic Regression

(LR) , Naiv̈e Bayes (NB), Support Vector Machines (SVM) and Random Forest (RF). Our

MFE method is implemented using Matlab. Standard toolkits are used for the other meth-

ods. Specifically, The SVMlight toolkit was used for SVM [128]. Logistic Regression and

Naive Bayes were obtained from the WEKA machine learning tool box [129]. Random

Forest was from the Berkeley RF package [98]. The input feature vectors to these methods

are exactly the vectors from Table 6.1 or Table 6.2 with missing values filled.

(Note: In contrast to the summary style of PPI features used in Chapter 5, the features

for Yeast PPI task in this chapter are encoded with the detailed feature style. Within our

systematic study work [4], we have found that under the detailed feature style, RF similarity

ranking method (Chapter 5) achieves similar performance as RF but not better. Though for

the summary encoding style, it does improve the PPI predictions compared to RF [4]. We

do not put the comparison result of RF similarity ranking method in this chapter. Generally

speaking, the classifiers achieve different performance under the summary and detailed

encoding styles.)

All comparisons were based on the following training and testing procedures. In yeast,

we randomly sampled a training set containing ∼30,000 protein pairs to learn the decision

model. Then we sampled a test set (another ∼30,000 pairs) from the remaining protein

pairs, and used the trained model to evaluate the performance of the classifiers. The above

steps were repeated 10 times for each classifier and average values are reported. Similar

procedures were pursued in human where the training and the testing sets included∼80,000

examples. For each evaluated classifier, parameter optimization was carried out in all cases

in identical train-test fashion.
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Figure 6.3: Average Precision vs. Recall curves when comparing MFE method with four
other classifiers (LR/NB/RF/SVM) for PPI prediction in yeast. LR: Logistic regression;
NB: Naive Bayes; RF: Random Forest; SVM: Support Vector Machine; MFE: Mixture-of-
Feature-Experts. The MFE curve dominates the curves for the other four methods in most
of the recall ranges.

Based on the estimated ratio of interacting versus non-interacting pairs in yeast and

human, we have roughly ∼50 to ∼100 positive PPIs in each test run. For the training set,

we up-sampled the positive examples in a pre-processing step, which resulted in roughly

∼800 positive examples for each training run in human and roughly ∼300 positive pairs

for each yeast training. This sampling strategy reduces the problem of too few positive

examples in the training set without affecting the performance significantly [130].

Figure 6.3 plots the average precision versus recall curves of these five different meth-

ods for the yeast PPIs prediction and Figure 6.4 is for human. In both figures, the curves

derived from MFE approach dominate the other four methods in most of the low recall

ranges.

Table 6.3 lists the average AUC score and partial AUC scores for the yeast PPI evalu-

ation. The standard derivations for each score estimation are also listed in the table. MFE

scores are highlighted and it clearly achieves better AUC/R50/R100 scores compared to

the other methods. For instance, MFE improves the R50 score by ∼7% when compared

to the other classifiers tested. Table 6.4 lists the scores for the human data set. Similarly

as for yeast, the MFE method achieves better results. For example, MFE achieves ∼10%
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Figure 6.4: Average Precision vs. Recall curves when comparing MFE with four other clas-
sifiers (LR/NB/RF/SVM) for PPI prediction in human . LR: Logistic regression; NB: Naive
Bayes; RF: Random Forest; SVM: Support Vector Machine; MFE: Mixture-of-Feature-
Experts. Again, the MFE curve dominates the other four curves for most of the low recall
values.

Table 6.3: Average AUC and partial AUC scores for six classification methods for PPI
prediction in yeast. LR: Logistic regression; NB: Naive Bayes; RF: Random Forest;
SVM: Support Vector Machine; MFE: Mixture-of-Feature-Experts; MFE-FM: Mixture-
of-Feature-Experts with missing features filled. Average AUC and partial AUC scores are
reported and the standard derivations for each score estimation are also listed in the table.
MFE scores are highlighted and it clearly achieves better AUC/R50/R100 scores compared
to the other five.

Method AUC AUC R50 R50 R100 R100
mean std mean std mean std

LR 0.8823 0.033 0.2866 0.070 0.3546 0.073
NB 0.9349 0.015 0.2486 0.047 0.3135 0.062
RF 0.9321 0.014 0.2688 0.048 0.3434 0.049
SVM 0.9159 0.024 0.2585 0.063 0.3262 0.067
MFE 0.9463 0.013 0.3080 0.078 0.3799 0.077
MFE-FM 0.9220 0.021 0.2918 0.061 0.3738 0.058

improvement in R50 score compared to the other classifiers used. Thus the MFE method

achieves the best results for all criteria tested.
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Table 6.4: Average AUC and partial AUC scores for six classification methods for PPI
prediction in human. LR: Logistic regression; NB: Naive Bayes; RF: Random Forest;
SVM: Support Vector Machine; MFE: Mixture-of-Feature-Experts; MFE-FM: Mixture-
of-Feature-Experts with missing values filled. Average AUC and partial AUC scores are
reported and the standard derivations for each score estimation are also listed in the table.
MFE scores are highlighted and it again achieves better AUC/R50/R100 scores compared
to the other five classifiers.

Method AUC AUC R50 R50 R100 R100
mean std mean std mean std

LR 0.9419 0.020 0.1148 0.031 0.1684 0.031
NB 0.9389 0.003 0.0964 0.031 0.1356 0.035
RF 0.9427 0.009 0.0740 0.025 0.1263 0.030
SVM 0.7645 0.091 0.0455 0.028 0.0589 0.040
MFE 0.9608 0.007 0.1341 0.023 0.1759 0.027
MFE-FM 0.9384 0.018 0.1297 0.023 0.1713 0.025

The last two rows of Table 6.3, list the AUC and partial AUC scores of MFE-FM and

MFE methods in yeast. MFE clearly achieves better performance compared to MFE-FM

(∼3% increase in R50 score). This means that by explicitly indicating the availability of

feature attributes our method improves the classification outcome. Similar conclusions

could be drawn for human as shown in Table 6.4.

The feature-experts methodology we proposed is very general. As discussed in the

’Methods’ section, the number of feature experts the heterogeneous data sets are split into

could be different. The splitting essentially depends on the need of the application and the

preference of the biologists who would analyze and/or validate the predictions. At the limit

case, we can assign each feature to an individual expert. To test this we carried out one new

experiment for the human prediction task treating every feature as its own expert. As the

results (details see [10]) indicate, this does not improve the performance of the algorithm,

perhaps because it leads to overfitting of the parameters.
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6.4 Feature Importance Discussion

Biologically, it is of particular interest to identify the extent to which heterogeneous data

sources carry information about protein interactions. An analysis of the contribution of

different features can also help uncover relationships between different data sources that

are not directly apparent.

Analysis of feature importance is important on the global scale as well as for the pre-

diction and analysis of specific protein pairs. We therefore ask the following questions: (1)

How do the different features affect PPI prediction performance overall? and (2) How do

the different features contribute differently for each example pair? We have explored these

two questions using the yeast results.

6.4.1 Global Feature Analysis

To control data collection costs, it is important to select only informative data types glob-

ally. Once informative data types are identified, one does not need to use unnecessary

data sets when solving similar network inference problems for other sets of proteins or for

other organisms. This can significantly speed up prediction of PPIs in new species, as well

as when updating predictions on model species such as yeast and human with new data

sources.

To identify overall feature importance among our feature experts, we remove feature

experts one by one, and run the MFE methods on the remaining three experts. We then

examine how the performance changes. Table 6.5 lists the score changes of R50 and AUC

after removing the experts one by one. The less the score changes the less important the

feature expert is. We found that removing the sequence expert ’S’ had the least impact on

both scores. The indirect high-throughput data expert ’E’ ranked second from the bottom

in the prediction of yeast PPI’s.

It is surprising that removing expert ’E’ (which contains mostly microarray expression

data) does not hurt performance much. This is seemingly in contradiction to previous

estimations in which tree based feature ranking methods ranked gene expression features

very highly [4]. Note that, when the feature sets are not grouped, the wide availability of

gene expression data and its high coverage may result in an increased use of this feature,
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Table 6.5: Global feature expert importance can be measured by the decrease in AUC and
R50 scores when removing the expert in the MFE method. The first column lists the four
feature experts. The second and fourth column list the R50 and AUC scores when applying
MFE while only using the remaining three experts. The third and fifth column list the
changes between these R50 and AUC scores and the full experts version. For definition of
P,F,S,E experts, see details in the ’Feature Experts’ section.

MFE R50 MFE AUC
R50 DROP AUC DROP

P 0.2310 0.0770 0.9244 0.0219
F 0.2609 0.0471 0.8821 0.0642
S 0.3191 -0.0111 0.9459 0.0004
E 0.3022 0.0058 0.9323 0.0140
Full 0.3080 0.9463

even though it may lead to overfitting. As our results suggest, splitting the data into more

homogeneous groups (feature experts here) may help increase the prediction accuracy by

decreasing its reliance on these high throughput data sources.

The possible reason of this conflict might come from how the two methods use the

features in prediction. In the RF method, features correlations are investigated implicitly

during the construction of tree structures and the randomization process. This means that

expression related features could affect the prediction more when they are being combined

with other features. When they are separated from other features (which happens in our

feature expert method), they themselves are not strong evidence to make accurate protein

interaction prediction. This observation is consistent with biological intuition.

6.4.2 Feature Importance for Specific Protein Pairs

For each predicted pair it would be useful for computational techniques to provide infor-

mation about which features contributed to the predictions for that pair. Our MFE method

naturally reveals how each feature category contributes to the interaction predictions. The

posterior probability from Equation (6.8) could be treated as the level of contribution from
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Figure 6.5: The yeast pheromone response pathway. This figure is from the KEGG [62]
database.

each expert to the final prediction. Then for a specific candidate protein pair, these val-

ues could give a detailed description about how each expert contributes to the integrated

prediction.

Figure 6.6: Distribution of highest scoring experts for the yeast pheromone response path-
way validation. For definition of P,F,S,E experts, see the ’Feature Experts’ section. (a)
shows the frequency at which each of the four experts had the maximal score for the 33
known interacting pairs. (b) shows the frequency at which each of the four experts had the
maximal score for the 18 new predictions.

To demonstrate the utility of this unique capability of the MFE method to reveal fea-

ture importance in specific predictions, we investigated a specific yeast pathway; the yeast

pheromone response. For this pathway we compare the contribution of different experts

in the known and predicted interacting pairs. Figure 6.5 presents the known interactions

in this pathway as determined by the KEGG database [62]. In this pathway the yeast mat-

ing factors MAT alpha/a bind to their cognate membrane receptors Ste2/3, members of
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the G protein coupled receptor family. Subsequent binding and activation of the G protein

induces a MAP kinase signaling pathway via G protein activation [131].

We selected 25 proteins that are known to participate in this pathway and applied the

MFE algorithm to classify the 300 (25*24/2) potentially interacting pairs. The training was

built on the set including ∼500 positive pairs and ∼50000 negative random pairs. All of

them have no relationship with the validated 25 proteins. The positive versus negative ratio

in this set is roughly the same as the ratio we used in the above performance comparisons.

The training set included 500 positive pairs and 50000 negative (random) pairs. None of

these pairs contained any of the known 25 proteins in this pathway. The positive versus

negative ratio in this set is roughly the same as the ratio we used for the performance

comparisons. We determined a prediction threshold using the training set. 51 of the 300

pairs had scores above the threshold and were thus predicted to be interacting. Among

them, 33 interactions (64.7%) had been experimentally validated. The remaining 18 pairs

are new predictions.

Figure 6.6 shows the frequency at which each of the four experts showed maximal

contributions among validated pairs. In line with biological intuition, the direct high-

throughput evidence (expert P) and functional databases (expert F) are the predominant

experts in the correct predictions. Figure 6.6 shows that the majority of the 18 new pre-

dictions are based on recommendations by expert F. Based on the reliability of expert F

in making correct predictions, this result indicates that the majority of the new predictions

may turn out to be correct, once experimentally tested.

6.5 Summary

One of the most important goals of computational PPI predictions is to suggest biological

hypotheses regarding unexplored new interactions that are testable with subsequent experi-

mentation. Among high scoring predictions, the most interesting ones can be chosen by an

individual investigators using intuition and specialized knowledge.

This chapter addresses two important problems for the PPI prediction task. First, pre-

vious classification methods estimate a set of parameters that are used for all input pairs.

However, the biological datasets used contain many missing values and highly correlated
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features. Thus, different samples may benefit from using different feature sets. The sec-

ond problem is that biologists who want to use these methods to select experiments cannot

easily determine which of the features contributed to the resulting prediction. Since differ-

ent researchers may have different opinions regarding the reliability of the various feature

sources, it is useful if the method can indicate, for every pair, which feature contributes the

most to the classification result.

In this work we propose a Mixture-of-Feature-Experts (MFE) approach to address the

above two challenges when predicting protein-protein interactions. Diverse high-throughput

biological datasets are split into homogeneous feature experts. Each expert uses a subset

of the data to predict protein interactions and expert predictions are combined such that the

weight of each expert depends on the input data for the predicted protein pair. This method

is useful for overcoming problems in achieving high prediction performance due to missing

values which are a major issue when analyzing biological datasets. In addition, the weights

can be used by biologists to determine confidence in the prediction for each pair. We have

shown that this algorithm improves upon previous methods suggested in yeast and human

for this task. Extensions of this approach to other species are straight forward when more

information becomes available.

We believe that as the prediction task becomes harder (for example, when analyzing

interspecies protein interactions) the need for methods that can accommodate high levels

of missing values and are directly interpretable by biologists increases. The next step will

be to apply our method to interaction prediction tasks related to important types of hu-

man proteins where missing values and the small number of positive examples are major

obstacles in obtaining an accurate protein interaction map.



Chapter 7

Protein Complex Identification by
Supervised Graph Local Clustering

Now that we have obtained a good representation for the binary links in protein-protein

interaction network from previous chapters, we would like to make use of this PPI graph for

further studies. There exist many higher level patterns in these graphs as well. For example,

protein complexes are important functional groups of protein interaction networks. In this

chapter, we present an algorithm for inferring protein complexes from weighted interaction

graphs in a supervised graph clustering style.

7.1 Introduction

Protein-protein interactions (PPI) are fundamental to the biological processes within a cell.

Correctly identifying the interaction network among proteins in an organism is useful for

deciphering the molecular mechanisms underlying given biological functions. Beyond in-

dividual interactions, there is a lot more systematic information contained in protein inter-

action graphs. Complex formation is one of the typical patterns in this graph and many cel-

lular functions are performed by these complexes containing multiple protein interaction

partners. As the number of species for which global high throughput protein interaction

data is measured becomes larger [17, 18, 19, 20], methods for accurately identifying com-

plexes from such data become a bottleneck for further analysis of the resulting interaction

103
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graph.

High-throughput experimental approaches aiming to specifically determine the compo-

nents of protein complexes on a proteome-wide scale suffer from high false positive and

false negative rates [2]. In particular, mass spectrometry methods [22, 24] may miss com-

plexes that are not present under the given conditions; tagging may disturb complex forma-

tion and weakly associated components may dissociate and escape detections. Therefore,

accurately identifying protein complexes remains a challenge.

The logical connections between proteins in complexes can be best represented as a

graph where the nodes correspond to proteins and the edges correspond to the interactions.

Extracting the set of protein complexes from these graphs can help obtain insights into both

the topological properties and functional organization of protein networks in cells. Previ-

ous attempts at automatic complex identification have mainly involved the use of binary

protein-protein interaction graphs. Most methods utilized unsupervised graph clustering

for this task by trying to discover densely connected subgraphs.

Automatic complex identification approaches can be divided into five categories and

has been summarized in Section 3.2. These methods are based on the assumption that

complexes form a clique in the interaction graph. While this is true for many complexes,

there are many other topological structures that may represent a complex on a PPI graph.

One example is a ’star’ model, in which all vertices connect to a ’Bait’ protein (termed

’spoke’ model in [132]). Another possible topology is a structure that links several small

densely connected components with loose linked edges. This topology is especially attrac-

tive for large complexes: due to spatial limitations, it is unlikely that all proteins in a large

complex can interact with all others. See Figure 7.1 for some examples of real complexes

with different topologies.

7.2 Methods

In this chapter we present a computational framework that can identify complexes without

making strong assumptions about their topology. Instead of the ’cliqueness’ assumption,

we derive several properties from known complexes, and use these properties to search for

new complexes. Since our method relies on real complexes, it does not assume any prior
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Figure 7.1: Projection of selected Yeast MIPS Complexes on our weighted PPI graph
(weight thresholded). a. Example of a clique. All nodes are connected by edges. b.
Example of a star-shape, also referred to as the spoke model. c. Example of a linear shape.
d. Example for a hybrid shape where small cliques are connected by a common node.

model for complexes. Our algorithm is probabilistic. Following training to determine the

importance of different properties, it can assign a score to any subgraph in the graph. By

thresholding this likelihood ratio score we can label some of the subgraphs as complexes.

Our model results in a significantly improved F1-score when compared to the density-

based approaches. Using a cross validation analysis we show that the graphs discovered by

our method highly coincide with complexes from the hand-curated MIPS database and a

recent high confidence mass spectrometry dataset [23]. The top ranked new complexes are

likely to provide novel hypotheses for the mechanism of action or definition of function of

proteins within the predicted complex as we discuss in Results.

The main feature of our method is that it considers the possibility of multiple factors

defining complexes in protein interaction graphs. Instead of assuming a specific topological

model, we design a general framework which learns to weigh possible subgraph patterns

based on the available known complexes.

Previous analysis of known PPI graphs has already revealed multiple shapes forming

sub-graphs. For example, [132] proposed two topological models in the context of protein

complexes. The first is the ’matrix model’ which assumes that each of the members in

the complex physically interact with all other members (leading to a clique-like structure).

The second shape is the ’spoke model’ that assumes that all proteins in a complex directly

interact with one ’bait’ protein leading to a star shape. Hybrids of these or other models are
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also possible, resulting in more complex topologies.

Besides graph structures, there could be other features that characterize complexes. In

particular, complexes have certain biological, chemical or physical properties that distin-

guish them from non-complexes. For example, the physical size of a complex may be an

important feature. There is a physical limitation to creating large complexes because inner

proteins become inacessible and therefore become more difficult to regulate. By incorpo-

rating such additional features into our supervised learning framework, the proposed model

is able to integrate multiple evidence sources to identify new complexes in the PPI graph.

The input to our algorithm is a weighted graph of interacting proteins. The network

is modeled as a graph, where vertexes represent proteins and edges represent interactions.

Edge weight represents how likely is the interaction. Since the current data does not pro-

vide any directionality information, the PPI graph considered in this work is a weighted

undirected graph. Our objective is to recover the protein complexes from this undirected

protein-protein interaction (PPI) graph. Computationally speaking, complexes are one spe-

cial kind of subgraphs on the PPI network. A subgraph represents a subset of nodes with a

specific set of edges connecting them. The number of distinct subgraphs, or clusters, grows

exponentially with the number of nodes.

7.2.1 Complex Features

Extracting appropriate features for subgraphs representing complexes is related to the prob-

lem of measuring the similarity between complex subgraphs. This task has been studied

for other networks, specifically social networks [91, 81, 80]. In general, these previous

approaches either (1) utilize properties of nodes or edges (indegree, outdegree, cliqueness,

[133]) or (2) rely on comparing non-trivial substructures such as triangles or rectangles

[134, 135]. We use both types to arrive at a list of properties for a feature vector that de-

scribes a subgraph in the PPI network. The properties include topological measurements

about the subgraph structures and biological properties of the group of proteins in the sub-

graph.

Table 7.1 presents the set of features we use. We rely in part on prior work [35, 67, 80,

138, 20] to determine which features may be useful for this complex identification task.
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Table 7.1: Features for representing protein complex properties. Each row represents
a group of similar features. We use 33 features extracted divided into 10 groups. See
supporting website for more details. The second column provides the name of the feature
group and the third column provide a reference. The fourth column specifies which type of
graph is used to derive the property.

No. Group Reference Graph Type Num. Features
1 Node Size [80] Binary 1
2 Graph Density [80] Binary 1
3 Degree Statistics [136] Binary 4
4 Edge Weight Statistics [80] Weight 4
5 Density wrt. Weight Cutoffs [80] Weight 7
6 Degree Correlation Statistics [20] Binary 3
7 Clustering Coefficient Statistics [136] Binary 3
8 Topological Coefficient Statistics [20] Binary 3
9 First Eigen Values [80] Binary 3
10 Protein Weight/Size Statistics [137] 4

Each row in Table 7.1 represents one group of features. Totally 33 features were extracted

from ten groups.

Below we briefly discuss each of the feature types used. The numbers match the num-

bers in Table 7.1.

1 Given a complex subgraph G = (V, E), with |V | vertexes and |E| edges, the first

property we considered is the number of nodes in the subgraph: |V |.

2 The density is defined as |E| divided by the theoretical maximum number of possible

edges |E|max. Since we do not consider self interactions in the input weighted PPI

graph, |E|max = |V | ∗ (|V | − 1)/2. As mentioned above, in the ’matrix’ model the

graph density is expected to be very high, whereas it may be lower for the ’spoke’

shape.

3 This feature is calculated from the degree of nodes in the candidate subgraph. Degree

is defined as the number of partners for a node. This group includes mean degree,

degree variance, degree median and degree maximum.
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4 The edge weight feature includes mean and variance of edge weights considering

two different cases (with and without missing edges).

5 This group utilizes the densities under each case of weight cutoffs as the features.

These features try to evaluate the possibility of topological changes under different

weight cutoffs.

6 Degree correlation property measures the neighborhood connectivity of nodes within

the subgraph. For each node it is defined as the average number of links of the nearest

neighbors of the protein. We use mean, variance and maximum of this property in

the feature set.

7 Clustering coefficient (CC) measures the number of triangles that go through nodes.

For each node assuming it has q neighbors and there are t number of links connecting

each other among the q partner nodes, thus CC = 2t/q(q − 1). We use mean,

variance and maximum of this property in the group. ’Star’ or ’linear’ shapes achieve

small values here while ’matrix’ or ’hybrid’ shapes get higher values relying on the

proportions of within ’triangles’.

8 The topological coefficient (TC) is a relative measure of the extent to which a protein

shares interaction partners with other proteins. It reflects the number of rectangles

that pass through a node. For node p, we assume it has q partners, one of them is

node s and there are N(p, s) number of nodes to which both p and s are linked (plus

1 if there is a direct link between p and s). Thus TC = averageq(N(p, s)/q). We

use mean, variance and maximum of the property and the expected value for different

shapes also varies depending on the ratio of rectangles within.

9 The first three largest singular values (SV) of the candidate subgraph’s adjacency

matrix. Different shapes have distinct value distributions with these three SV. For

instance when comparing subgraphs with the same size, ’matrix’ shape has higher

value of the first SV than other shapes and ’Star’ shape has lower value of the third

SV (details in supporting web).

As for biological properties, we use average and maximum protein length and average

and maximum protein weight of each subgraph. This feature is based on the intuition that
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protein complexes are unlikely to grow indefinitely, because proteins within the center of

large complexes become inaccessible to interactions with other putative partners.

Our framework of feature representation is general. It is straightforward to add other

topological properties that are found to be relevant for this problem. It is also possible to

add other types of features. For example information about the function of proteins can be

encoded in our framework as well.

In addition, our idea of exploring subgraph patterns to model protein complexes (spe-

cial groups within graph) has close connections with the ’exponential random graph model’

(ERGM [91]) which is popular in analyzing social networks for years. In ERGM, exponen-

tial models are used to represent the probability distributions of possible graphs (the whole

graph with fixed node size). Extending ERGM is our framework is a possible direction to

improve as well. [139] tried to use the global graph properties to model the graph proba-

bility distribution across temporal changes. This is very similar to our idea except that the

subgraphs we tried to model is not require to be fixed node size.

7.2.2 Modeling Complexes with a Supervised Bayesian Network

We assume a generative probabilistic model for complexes. Figure 7.2 presents an overview

of our model. Our method uses a Bayesian Network (BN) model. Features are generated,

independently, based on two parameters: Whether the subgraph is a complex or not (C)

and the number of nodes in the subgraph (N ). The main reason we pay a special attention

to N and do not model it as another complex property is because of the tendency of other

properties to depend on N . For example, the larger the complex the more unlikely it is

that all members will interact with each other (due to spatial constraints). Thus, the density

property is directly related to the size. Similarly other properties such as ’mean of edge

weight’ and ’average clustering coefficient’ depend on N as well. While it would have been

useful to assume more dependency among other features as well, the more dependencies

our model has the more data we need in order to estimate its parameters. We believe that

the current model strikes a good balance between the need to encode feature dependencies

and the available training data. Thus, other feature descriptors, X1 . . . Xm are assumed to
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be independent given the size and the label of the subgraph.

Figure 7.2: A Bayesian Probabilistic Model for representing a subgraph in our framework.
The root node ’Label’ is the binary indicator for complexes (1 if this graph is a complex,
0 otherwise). The second level node ’nodeSize’ represents the number of nodes in the
subgraph. The remaining nodes are all located in the third level and each represents a
feature property described in Table 7.1.

For a subgraph in our PPI network we can compute the conditional probability of how

likely it represents a complex using the following equation (4).

p(ci = 1|n, x1, x2, ..., xm) (7.1)

=
p(n, x1, x2, ..., xm|ci = 1)p(ci = 1)

p(n, x1, x2, ..., xm)
(7.2)

=
p(x1, x2, ..., xm|n, ci = 1)p(n|ci = 1)p(ci = 1)

p(n, x1, x2, ..., xm)
(7.3)

=

∏m
k=1 p(xk|n, ci = 1)p(n|ci = 1)p(ci = 1)

p(n, x1, x2, ..., xm)
(7.4)

The second row uses Bayes rule. The third row utilizes the chain rule. The fourth

equation uses the conditional independence encoded in our graphical model to decompose

the probability to products of different features. Similarly, we can compute a posterior

probability for a non complex by replacing 1 with 0 in the above equation.

Using these two posteriors we can compute a log likelihood ratio score for each candi-

date subgraph:
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L = log
p(c1|n, x1, x2, ..., xm)

p(c0|n, x1, x2, ..., xm)
(7.5)

= log
p(n|c1)p(c1)

∏m
k=1 p(xk|n, c1)

p(n|c0)p(c0)
∏m

k=1 p(xk|n, c0)
(7.6)

Applying Bayes’ rule and canceling common terms in the numerator and denominator,

the only terms we need to compute for the likelihood ratio L are the prior probability P (Ci)

and the conditional probabilities P (N |C) and P (Xk|N, Ci).

Maximum likelihood estimation is used for learning these conditional dependencies

from training data. We first discretized the continuous features and then used the multino-

mial distribution to model their probabilities (we chose to uniformly discretize each fea-

tures into 10 equal width bins in the experiments presented in Results). Due to the small

sample size of the training data, we apply a Bayesian Beta Prior to smooth the multinomial

parameters in extreme cases [140]. As for the prior CPD p(C = 1) of complexes, we assign

a default value of 0.0001 which leads to good performance in cross validation experiments.

The BN structure in Figure 7.2 was manually selected. We have also tried to learn

the BN structure using tree augmented structure learning techniques [129]. However, the

resulting performance of the learned network is not significantly better than our proposed

structure (Figure 7.2). Since our structure is simpler we omit the related results here. How-

ever potential improvements may be possible with more training examples and better BN

structure learning approaches.

7.2.3 Searching for New Complexes

The above model can be used to evaluate candidate subgraphs. If the log likelihood ratio

exceeds a certain threshold the subgraph is predicted to be a complex. This reduces the

problem of identifying proteins complexes to the problem of searching for high scoring

subgraphs in our PPI network. However, as we prove in the following lemma this problem

is NP-hard.

Lemma 7.2.1. Identifying the set of maximally scoring subgraph in our PPI graph is NP-

hard
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Table 7.2: Local search for protein complex identification.

Choices for how to start:
- Interesting selected nodes;
- Top degree nodes;
- All related nodes ordered by degree;

Expand current cluster:
- Generate a subset V* from all neighbors of current cluster;
- Choose top rank M nodes as candidate to expand the current cluster.
The order of adding is based on the maximum similarity weight to the current cluster;

- Choose the node who achieves the best new cluster score among M candidates;
Search:

- Accept the new cluster candidate if with higher score;
- If lower, accept with probability exp(l′ − l)/T ;
- Temperature parameter T decreasing by a scaling factor alpha after each round;
- Accepted cluster must score higher than a threshold;

When to stop:
- Current cluster has no neighbor nodes to expand;
- Number of rounds since the last score improvements is larger than a specified number;
- The number of expanding rounds is larger a the specified number;

Proof. We prove this by reducing our search problem to max-clique, a NP hard problem

[141]. To reduce our model to max-clique we will assume that we are only using one

property, the graph density and that all edges in our graph have a weight of 1. Further, we

set the probability of a complex given a subgraph to:

p(C|N, X) = N/N + 1 if X = 1

p(C|N, X) = 0 if X < 1

For this model, the only subgraphs with positive scores are the cliques in our graph. In addi-

tion, the bigger the clique the higher our score and so finding the highest scoring subgraph

is equivalent to finding the maximal clique.

Based on the above lemma, efficient and scalable heuristics algorithms are needed.

Protein complexes are expected to be clustered locally within the PPI graph. Thus, we



CHAPTER 7. COMPLEX DETECTION BY SUPERVISED CLUSTERING 113

turn to heuristic local search methods. There are many approaches for local graph search

proposed in the literature, which include hill climbing, simulated annealing, heuristic based

greedy search, or tabu-search heuristic [81]. All these strategies try to find local optima for

certain fitness functions.

Table 7.3: Protein complex identification algorithm.
Input:

- Weighted protein-protein interaction matrix;
- A training set of complexes and non-complexes;

Output:
- Discovered list of protein complexes;

Complex Model Parameter Estimation:
- Extract property features from positive and negative
training examples.

- Discretize the continuous features.
- Calculate the BN MLE parameters for different features
properties on the multinomial distribution.

Search for Complexes:
- Starting from the seeding subgraphs, apply simulated
annealing search to expand and identify candidate
complexes;

- Output subgraphs with ratio scores exceeding a certain
threshold;

Here we choose to employ the iterated simulated annealing (ISA) [81, 142] search,

using complex ratio score as the objective function (see Equation (7.6)). The basic idea

for ISA is: after each round of modifying the current cluster, we accept the new cluster

candidate if it has higher score L′ than the current score L, but even if the score decreases,

we accept the new cluster with probability exp((L − L′)/T ), where T is the temperature

of the system. This allows the algorithm to avoid local minima in some cases. After each

round, the temperature is decreased by a scaling factor α by setting T ′ = αT . The initial

temperature T0, the scaling factor α, and the number of rounds are parameters of the search

process. After the algorithm terminates the highest scoring subgraph is returned and the

search continues. [142] pointed out that given suitable parameter setting, ISA could identify

the global optimum though this setting is generally unknown and can be impractically hard
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to find.

At the beginning, we connect each seeding protein to its highest weight neighbor and

then use them as the starting cluster. Beginning from these clusters, we pursue the cluster

modification process and the simulated annealing search. A number of heuristics could

be used for modifying the current cluster. The order in which we add new proteins to the

cluster is based on their impact on the cluster ratio score. We also explore the option of

removing nodes from the cluster and merging of two clusters. We chose to limit the search

rounds number to 20 which means the size of the complexes we search for is between 3

to 20. We use cross validation to choose best values for the temperature and scaling factor

parameters. To avoid we visit the same/similar clusters studied before, we keep checking

the overlapping ratio between the current cluster to the investigated clusters so far. If the

ratio is higher than a threshold, we would just stop the searching for current seed.

For the searching step, we could make an estimate about the complexity. Assuming

that the graph we searched on have n nodes and e edges. The maximum size of subgraphs

we detected is p (chose as 20 in our evaluations). Thus, for each candidate subgraph, we

need to perform the feature extractions which would cost O(p3). When searching from a

seeding node, we assume the average degree of nodes in the graph as q (in sparse graphs,

q << n) and the cluster expansion in each round is constrained to m (set as 20 in the

evaluations) maximum weight nodes. Then finding the related complex for the node would

be cost O(q ∗ p ∗m ∗ p3). If aiming to find all the complexes in a graph, we start from all

the related n nodes, totally the algorithm cost O(n ∗ q ∗ m ∗ p4). Thus, if (n >> p4), the

search is polynomial to n. If not, the complexity is largely controlled by p.

The complete proposed algorithm for complex identification is presented in Table 7.2.3.

Our input is the weighted PPI graph and a set of known complexes and non-complexes

(random collections of genes) as training data. First, we learn model parameters for the

probabilistic BN model from the training data. Next, we search for subgraphs to identify

candidate complexes. The final output clusters are those clusters found to have ratio score

larger than a predefined threshold.
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7.2.4 Weighted Undirected PPI Graph

As discussed above, we assume that our model input is a weighted undirected graph rep-

resenting PPI network. The edge weight describes how likely an interaction happens be-

tween the two related proteins. As we presented in the previous chapters indirect data can

be combined with the direct interaction data to improve the accuracy of protein interaction

prediction. This type of analysis usually results in an interaction probability or confidence

score assigned to each protein pair. Edges in our graph are weighted using this interaction

probability which is computed as follows. In previous work [4], we assembled a large set

of biological features (a total of 162 features representing 17 distinct groups of biological

data sources) for the task of pairwise protein interaction prediction in Yeast. Considering

our current goal we remove the features derived from the two high throughput mass spec-

trometry data sets [22, 24]. Training is based on the small scale physical PPI data in the

DIP database [60]. Based on our previous evaluation, the support vector machine (SVM)

[128] classifier performs as well or better than any of the other classifiers suggested for this

physical interaction task. We have thus used the results of our SVM analysis (see details

in [4].) to obtain weights for edges in our graph. Weights range from minus infinity to

infinity where larger values indicate a higher likelihood to be an interacting pair. To reduce

the number of edges in our graph we apply a cutoff and remove all edges with weights

below the cutoff. We have chosen the cutoff (1.0) such that the number of remaining edges

roughly corresponds to previous estimates of the number of protein interaction pairs in

yeast [2].

To further improve the quality of the PPI graph we filter the predicted weighted graph

using a newly published Yeast interaction data set from [28]. For each of the remaining

interactions we keep the weight learned from our integrated data analysis. This data con-

tains a comprehensive database of genetic and protein interactions for the budding yeast

Saccharomyces cerevisiae, manually curated from over 31,793 abstracts and online publi-

cations. A total of 35,244 interactions are reported, including literature curated and high

throughput interactions. To allow fair comparisons we removed those interactions coming

from the high-throughput mass spec experiments in this data set.
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7.3 Experiments and Results

7.3.1 Reference Sets

The MIPS [26] protein complex catalog is a curated set of 260 protein complexes for yeast

that was complied from the literature and is thus more accurate than large scale mass spec-

trometry complex data. After filtering away those complexes composed of a single or a pair

of proteins we were left with 101 complexes in MIPS. The size of the complexes in MIPS

is distributed as a power law, with most of the complexes having fewer than five proteins.

We use the projection of the MIPS complexes on our PPI graphs as the positive training

examples. See Figure 7.1 for four examples of such a projection.

Another independent positive set we used is the set of protein complexes from a newly

published TAP-MS experiment [23], one of the most comprehensive genome-wide screens

for complexes in budding yeast. Again, we filtered those complexes with only two proteins

leading to 152 complexes that were used as a positive examples set to test our method.

Since we are using a supervised learning method we also need negative training data.

In our case we generated by randomly selecting nodes in the graph. The size distribution

of these non-complexes follows the same power law distribution of the known complexes

in MIPS. Figure 7.3(a) presents the histogram of these distributions for each of the three

reference sets: ’MIPS’, ’TAP06’ and ’Non-complexes’. As can be seen, all roughly follow

the similar ’power law’ distributions.

Figure 7.4 presents the distribution of two classes for real complexes (blue) versus

negative examples (red) when projected them on the first three principal coordinates after

applying SVD on features. The distribution strongly indicates that the proposed features

can separate the two sets reasonably.

7.3.2 Evaluation Measures

In order to quantify the success of different methods in recovering the set of known com-

plexes we define three sets for each pair of a known and predicted complex:

• A: Number of proteins only in the predicted complex
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Figure 7.3: Data Distribution of Reference Sets. (a). Left subfigure: Histogram of number
of proteins containing in each of the three reference sets: ’MIPS’, ’TAP06’ and ’Non-
complexes’. All roughly obey the ’power law’ distributions. Horizontal axis means the
number of proteins. Vertical axis mean the number of subgraphs. (We set horizontal axis
ends at 30 for all three subfigures.) (b). Right subfigure: Log-log plot of the left subfigure.

• B: Number of proteins only in the known complex

• C: Number of proteins in the overlap complex

We say that a predicted complex recovers a known complex if

C

A + C
> p and

C

B + C
> p (7.7)

where p is an input parameter between 0 and 1 which we set to 0.5. Thus we require that

both, the majority of the proteins in the complex be recovered and that the majority of the

protein in the predicted complex belong to that known complex.

Based on the above definition, three evaluation criteria are applied to quantify the qual-

ity of different protein complex identification methods:

• Recall: Measures the fraction of known complexes detected by predicted complexes,

divided by the total number of positive examples in the test set.

• Precision: Measures the fraction of the predicted complexes that match the positive

complexes among all predicted complexes.

• F1: The F1 score combines the precision and recall scores. It is defined as 2pr/(p + r).
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Figure 7.4: Reference examples’ distribution when projected with the first three principle
components after applying SVD to the features.

All three values range from 0 to 1, with 1 being the best score.

Recall quantifies the extent to which a solution set captures the labeled examples. Pre-

cision measures the accuracy of the solution set. A good protein complex detector should

have both high precision and high recall. The F1 measure provides a reasonable combi-

nation for both precision and recall. These three criterions are frequently used in many

computational areas [143].

7.3.3 Performance Comparison

To assess the performance of the complex identification, we conduct experiments using

MIPS as positive training set and TAP06 as a test set and vice versa. There are a total of

1376 proteins in the MIPS and TAP06 complexes. Thus, we applied our train-test analysis

on a PPI graph containing theses genes. The resulting graph used contains 1376 proteins

and 10,918 weighted edges.

We have compared our method to three other methods suggested for complex idnetifi-

cation. We term our proposed approach as

• The ’MCODE’ complex detection method proposed in [67]. MCODE finds clusters
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(highly interconnected regions) in any network loaded into Cytoscape. The method

was developed for protein-protein interaction networks in which these clusters cor-

respond to protein complexes [67].

• Clique (density based) methods. For this we use the same search algorithm discussed

in Methods. However, unlike our method which maximizes the BN likelihood ratio,

for Clique we simply try to find the maximal scoring cliques in the graph.

• Supervised learning using SVMs. This method is used to determine whether the BN

structure helps in identifying complexes. It uses the same features as our method but

instead of using a BN it uses a SVM [128].

The performance comparison is presented in Table 7.4. For each method, we report

the precision, recall and F1, separately. As can be seen our method dominates all other

methods in both precision and recall (and, of course, in F1 scores). The recall rate of

our method is around 50%. This number is impressive when considering the fact that the

training and testing were done on different datasets. Our precision is lower (between 20-

30%). However, since many of the complexes are not included in either gold standard

sets, this precision value can be the result of correct predictions that are not included in

the available data. We discuss some of these complexes below. As for the other methods,

surprisingly, the recall and F1 values reported by MCODE are much lower than both the

’Density’ and ’SCI-SVM’ methods. We investigated the clusters identified by ’MCODE’

and determined that they were relatively large compared to clusters determined by other

methods which may have hurt performance. Interestingly the performance of ’SCI-SVM’

is not as good as ’SCI-BN’. This is largely caused by the unique way BN can handle the

’node size’ feature. For the ’Density’ approach, it performs reasonably well for the Recall

measure but not as good in terms of precision.

7.4 Validation

Using a threshold of 1.0 for the weights of the edges, our yeast PPI network contains

5234 proteins and 19246 interaction edges linking them. To identify and validate new
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Table 7.4: Performance comparison between our algorithm (”SCI-BN”), SVM with the
same set of features (”SCI-SVM”), Clique based method using only the density feature
(”Density”) and the ’MCODE’ methods [67] (”MCODE”). Evaluation is based on preci-
sion, recall and F1 measure. Experiments carried out with either MIPS as positive training
set and TAP06 as test set, or vice versa.

Train Test Method Precision Recall F1
MIPS TAP06 Density 0.217 0.409 0.283
MIPS TAP06 MCODE 0.293 0.088 0.135
MIPS TAP06 SCI-SVM 0.247 0.377 0.298
MIPS TAP06 SCI-BN 0.312 0.489 0.381
TAP06 MIPS Density 0.143 0.515 0.224
TAP06 MIPS MCODE 0.146 0.063 0.088
TAP06 MIPS SCI-SVM 0.176 0.379 0.240
TAP06 MIPS SCI-BN 0.219 0.537 0.312

complexes within this network graph, we trained a new BN model on all of the MIPS

manual complexes as positive examples and used 2000 randomly selected non-complexes

subgraphs as negative examples. Within the resulting full graph, we predict 987 complexes

using the ’SCI-BN’ search method.

To identify new complexes within the predicted graph, we compared the predicted clus-

ters with those reported in five reference datasets, the manually curated MIPS dataset [[26]]

and four large-scale complex datasets obtained using high-throughput experimental ap-

proaches [22, 24, 23, 144]. After filtering those clusters matching reference complexes, we

are left with 570 novel predictions. These are either entirely new complexes or extensions

to known complexes by adding new proteins.

We analyzed examples of new complexes determined by our algorithm and found out

that they are highly likely to be true complexes (see details in [11]). Amongst the new

complexes, most highly ranked were of size 3-4. The size distribution agrees with the

distribution of known complexes. While many of these top scoring complexes took the

shape of cliques, others displayed more diverse shapes. Examples are shown in Figure 7.5.

Black edges in Figure 5 represent interactions with SVM score higher than 4.0 (indicating

strong evidence for interactions between proteins). Biological analysis for each detected
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Figure 7.5: Projection of predicted complexes on our weighted PPI graph. The edge
weights are thresholded and color coded. See color legend (top right corner bar) for edge
weights. Descriptions for each predicted complex are provided in the ’Validation’ section.

complex in Figure 7.5 are described in [11].

7.5 Summary

In this chapter we presented a probabilistic algorithm for discovering complexes in a su-

pervised manner. Specifically we extract features that can be used to distinguish complex

versus non complexes and train a classifier using these features to identify new complexes

in the PPI graph. Unlike previous methods that relied on the ’dense’ assumption of com-

plex subgraphs, our algorithm integrates subgraph topologies and biological evidence, and

learns the importance of each of the features from known complexes. This allows our al-

gorithm to identify complexes with topologies that are missed by previous methods. We

have shown that our algorithm can achieve better precision and recall rates for previously

identified complexes. We also investigated examples of new complexes determined by our

algorithm and discussed their possible biological function.
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Our framework of feature representation is general. It is straightforward to add other

topological properties that are found to be relevant for this problem. It is also possible to

add other types of features. For example information about the function of proteins can be

encoded in our framework as well. It is feasible to add structure or sequence information as

well. For example information about structures can be encoded as certain statistical values

describing how the structures of the proteins match to other members in the same subgraph

from the perspective of binding interfaces.

We hope to extend this work and improve both feature representation and search so

that we can detect other types of interactions. Besides complexes, pathways of logically

connected proteins also play a major role in both cellular metabolism and signaling. How

to detect interesting pathways on PPI graphs in our framework is an interesting direction

to pursue. Another interesting direction is to apply this method to other species for which

protein interaction data became available recently, including humans.



Chapter 8

Conclusions and Future Directions

In the previous chapters, we provide a set of computational tools that enables researchers

to predict various aspects of protein-protein interaction graphs. The proposed methods and

the biological results obtained provide a better understanding of current PPI networks in

yeast and in human.

This chapter summarizes both the proposed computational approaches and the biologi-

cal impact we obtained, and points out potential directions for future studies.

8.1 Learning of Protein Interaction Networks

Protein-protein interactions operate at every level of cellular function. Comprehensively

identifying these interactions is important for systematically defining the roles played by

cellular proteins for biological functions. Large-scale biological PPI experiments can di-

rectly detect hundreds or thousands of protein interactions at a time. However the resulting

data sets are often incomplete and exhibit high false positive and false negative rates.

Computationally, a protein-protein interaction (PPI) network could be conveniently

modeled as an undirected graph, where the nodes are proteins and two nodes are connected

by an undirected edge if the corresponding proteins physically bind. However, currently

this type of graph contains many noisy edges and a large portion of edges is missing for

most organisms. The general goal of this dissertation is to study this graph as completely as

possible, in terms of both the set of interacting pairs and important biological substructures.

123
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Using a systematic comparison of previous approaches for PPI prediction using in-

formation integration, we found the many factors affect the final prediction performance,

including the utility of different information, the way the data is encoded as features, the

target types of protein interactions and computational approaches. Our study showed the

importance of taking these controlling factors into account when designing new algorithms

for this task. Working from various perspectives we then proposed four algorithms for the

learning of yeast and human PPI networks.

(I) We have proposed a combined computational and experimental approach to predict

interaction partners for human membrane receptors. The method integrates highly infor-

mative direct and indirect biological evidences to decide if a candidate receptor-human pair

interacts or not. The resulting receptor PPI network is then analyzed through graph analysis

at a global level. Several novel predictions have been further experimentally validated.

(II) Considering the fact that there is no negative reference set available in the above

classification setting, we design a ranking approach to identify candidate interaction pairs

that are ”similar” to known interacting pairs. We first use direct and indirect information

relating to protein interactions to determine a robust similarity measure between protein

pairs. Then this similarity is used in a weighted k-Nearest-Neighbor algorithm to rank

potential protein pairs. The resulting performance on yeast indicates the feasibility and

utility of the proposed similarity estimates.

(III) Taking into account the heterogeneous feature property, a multiple-view learning

strategy has been designed for the PPI prediction task. Features are split into roughly ho-

mogeneous groups and each group functions as a PPI predictor (expert). The individual

experts use logistic regression and their scores are combined using another logistic regres-

sion. When combining the scores the weighting of each expert depends on the set of input

attributes available for that pair. The method improves upon previous methods for this task.

In addition, the weighting of the experts provides means to evaluate the prediction based

on the high scoring feature experts.

Though above three approaches were all presented for the purpose of predicting PPIs,

they are appropriate for different scenarios. The first combined framework aims to find
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partners of the human membrane receptors and is proper for providing interesting hypothe-

ses towards biological validations. The ranking approach fits well for the case that known

positive PPI pairs are few and the ranking of the predictions is important. The multiple

view learning method would be recommended for the situation with many heterogenous

feature groups.

(IV) Complex formation is one typical group pattern in protein interaction networks.

We present a novel algorithm for inferring protein complexes from weighted interaction

graphs in a supervised style. By using graph topological patterns and biological proper-

ties as features, we model each complex subgraph by a probabilistic Bayesian Network

(BN). We apply our method to protein interaction data in yeast. Our algorithm achieves a

considerable improvement over clique based algorithms.

In summary, our proposed approaches provide strong computational tools for recover-

ing and analyzing protein-protein interaction networks. They have been applied and gener-

ated promising results in multiple organisms.

8.2 Future Research Directions

Computational learning of protein interaction networks is still a relatively new research

domain. Though several sub-problems have been studied by the community for a while,

many important questions remain. Figure 8.1 describes five major challenges related to

learning of protein-protein interaction networks. Three of them (a-c) have been covered in

this dissertation. The remaining two challenges (d-e) and related extensions of the three

covered challenges are discussed below.

Active PPI Predictions Lab experiments for validating protein-protein interactions are

expensive and time-consuming. Currently the reliable PPIs are small in number, and

this size limitation greatly reduces the predictive power of the computational algorithms

[122]. Considering the urgent need to recover all the protein-interactions in networks (Fig-

ure 8.1a), it would be useful to design and validate new computational strategies for choos-

ing the most informative sets of protein pairs for lab experiments. Computational active
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Figure 8.1: Overview of computational challenges in learning of protein interaction net-
works. (Modified from Figure 1 of [1], included as background information only.) (a)
Recovering pairwise interaction edges in the network is the first problem to solve. (b) It
is important to investigate global properties of PPI networks. (c) Identification of protein
complexes is critical in understanding the cell. (d) PPI networks form a backbone of sig-
naling pathways and metabolic pathways and underly all cellular processes required for
normal cell functions. Defining and modeling theses pathway is essential, albeit challeng-
ing, to understand the cell. (e) Implications about protein functions can be made based on
protein-protein interaction relationships. Making predictions regarding protein function is
one of the most important tasks in current computational biology.

learning strategies typically make use of a few labeled instances and a large number of

unlabeled examples, and must select particular instances for labels in order to optimize

learning. This seems to fit well to the active PPI learning scenario. Unlike the general

learning task, actively building an informative candidate set for PPI predictions is not just
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a computational issue. Biological importance, experimental conditions and feature avail-

ability/importance should be considered in the design as well.

More PPI Predictions Currently it is of particular interests to study the protein interac-

tions between organisms, like protein interactions between virus and host [7]. Extending

the proposed framework to this type of interaction-prediction tasks would be interesting

and significant. Moreover the proposed methods might be useful for PPI predictions in

model organisms other than yeast and human. For these extended applications, computa-

tional difficulties, including the noisy/missing feature problem, the heterogeneous attribute

properties and the lack of negative reference sets, all exist. How to develop robust learn-

ing methods towards reliable identifications of PPIs is still computationally challenging

(Figure 8.1a).

Pathway Detection The PPI network forms a backbone of signaling pathways, metabolic

pathways and cellular processes required for normal cell functions [1]. Pathways in cellular

network graphs can represent a transformation path (or chain structure) from a nutrient to an

end-product in a metabolic network, or a chain of post-translational modifications from the

sensing of a signal to its intended target in a signal transduction network [145]. Complete

knowledge of these pathways will help in the understanding of the cell’s normal processes,

as well as how diseases develop from mutation of individual pathway components [145, 1].

Computationally speaking, pathway structures (Figure 8.1d) correspond to linear paths or

similar structures in the protein interaction networks [146]. However the relatively high

degree of noise in the PPI graphs makes pathway modeling very challenging. The question

of how to integrate prior biological knowledge or other data evidence to make the pathway

inference more robust and efficient is an important and interesting computational task.

Domain/Motif Interaction Current protein interaction graphs do not directly reveal where

two proteins interact [41] on their protein chains. Protein interactions occur through phys-

ical binding of small regions on the surface of proteins. Insights into the mechanisms with

which different proteins fulfill their roles could be obtained by understanding the interac-

tion sites where protein binding takes place. Moreover, a detailed understanding of the
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binding sites at which an interaction takes place can provide both scientific insight into the

causes of human disease as well as a starting point for drug design [41]. Computation-

ally representing the binding site is a hard question (an extended problem of Figure 8.1a).

Various sizes of local units have been previously proposed [147, 43], including contact

patches, motifs and domains. Most proteins contain multiple possible positions (motifs or

contact interfaces) for binding. Thus inferring interactions between domains or motifs from

protein-protein interactions would be a challenging and interesting task [39, 42, 43, 148].

Protein Function Predictions Protein-protein interactions directly contribute to protein

functions and function prediction is one of the major challenges in computational biology

today (Figure 8.1e). The biological functions are still unknown for a large proportion of

sequenced proteins [149]. Furthermore a given protein may have more than one function,

so many proteins that are known to belong to some class may have as yet undiscovered

functionalities. Implications about function can be made via protein-protein interactions

based on the premise that the function of unknown proteins may be discovered if captured

through their interaction with a known protein target having known function(s) [13, 14].

Besides protein interaction evidence, the function of an unannotated protein can be pre-

dicted based on various other data sets, including sequence homology, phylogenetic profile,

gene expression and so on. Combining multiple data sources together for protein function

prediction is an interesting computational problem [150, 151, 152, 153, 154, 155, 156].

We can also exploit the fact that protein function labels often exhibit a certain hierarchi-

cal structure. For instance, the Gene Ontology (GO) [99] representation entails a directed

acyclic graph (DAG) taxonomy for functional annotations. To achieve a systematical iden-

tification of protein functions, the taxonomy of protein function labels and the correlations

between different functions should be considered in the the computational design. Thus,

how to effectively incorporate heterogeneous information sources, and at the same time to

consider multiple function labels in the taxonomy structure, remains a challenging task.
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Glossary

AD Domain that activates transcription.

BD Domain that directs binding to a promoter DNA sequence.

BIND Biomolecular Interaction Network Database.

Cell The structural and functional unit of all known living organisms.

Classification Predict a discrete Y from X .

Clustering Put data into groups.

DIP Database of interacting proteins.

DNA A nucleic acid containing the genetic instructions.

EM Expectation Maximization.

Estimation Using data to estimate an unknown quantity.

Example Any item in the instance space.

Feature Vector Describe an example with a vector of various attributes’ values.

Gene Expression Measurement of mRNA concentration.

Genome An organism’s whole hereditary information and is encoded in the DNA.

In Vitro Experiment in a controlled environment outside of a living organism.

In Vivo Taking place inside an organism.
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Instance Any item in the instance space, also called as example.

Instance Space The set of all possible examples.

Interactome Whole set of molecular interactions in cells.

kNN k-Nearest Neighbor.

Ligand An molecule that bonds to a central metal.

LR Logistic regression.

ME Mixture of Experts.

MFE Mixture of Feature Experts.

MFE-FM Mixture-of-Feature-Experts with missing values filled.

mRNA A molecule of RNA encoding a chemical blueprint for a protein product.

MS Mass spectroscopy.

NB Naive Bayes.

NN Nearest Neighbor.

PPI Protein-Protein Interaction.

Protein-Protein Interaction The association of protein molecules.

Proteome Entire complement of proteins expressed by a genome, cell, tissue or organism.

RF Random Forest.

SVM Support Vector Machine.

TAP Tandem affinity purification.

Tissue A set of interconnected cells that perform a similar function within an organism.

Y2H Yeast-Two-Hybrids.
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