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Ph.D. in Language and Information Technologies, Carnegie Mellon University, 2010 (Expected)
Advisor: Jaime G. Carbonell
Thesis title: ProActive Learning: Towards Cost-Sensitive Active Learning with Multiple Imperfect
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M.S. in Language and Information Technologies, Carnegie Mellon University, 2007

B.S. in Computer Science and Engineering, Sabanci University, Turkey, 2004
Summa Cum Laude, with Highest Honors
Minor in Mathematics, Sabanci University, Turkey, 2004

Research Interests
Machine learning, active learning, proactive learning, information retrieval, data mining

Work Experience
Summer Intern, Microsoft Research Text Mining, Search and Navigation Group (TMSN), supervised
by Chris Burges and Krysta Svore, Summer 2008

Project: Testing the local optimality of LambdaRank on different IR measures and investigating the
relation between matching the training to the testing measure on large-scale ranking datasets.

Selected Research Projects
Proactive Learning
Addressing the omniscent oracle assumptions in active learning. Active learning, thus far, assumes an
individual oracle that is infallible (never wrong), indefatigable (always answers) and cost-insensitive.
Proactive learning relaxes these assumptions to jointly optimize the oracle and instance selection
through a utility maximization framework under budget constraints.

Active Sampling in Rank Learning Applications
The use of direct optimization of rank loss functions for actively sampling the informative examples
in the data. A balanced distribution across various relevance levels is aimed. In the presence
of complete rank information, exploring ways to reduce the need to user feedback by picking the
examples that will lead to faster convergence to the true rank.

Density Sensitive Sampling Methods for Active Learning for Classification
Explored different representations of the data in favor of better separation of the high density regions.
Active sampling is adopted in the new representation via a utility-based measure incorporating the
value of information (uncertainty) in a local neighborhood.

Ensemble Methods in Active Learning for Classification
Explored dynamic selection among a diverse group of sampling strategies in order to maximize the
performance over a full operating range. The relative success of individual active learners based on
the estimated future expected error are investigated in order to guide the selection.
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Honors and Awards
Yahoo Key Scientific Challenges Award in the area of Machine Learning, April 2009

Best Presentation Award, Student Research Symposium, Langugae Technologies Institute, CMU,
2007

Undergraduate Outstanding Academic Record Scholarship, Sabanci Foundation, Turkey, 2001-2004

Undergraduate Merit Scholarship, Sabanci University, Turkey, 1999-2004



Relevant Course Work
Graduate Level:

Machine Learning Statistical Foundations of Machine Learning
Intermediate Statistics Advanced Statistical Learning Seminar
Information Retrieval Advanced IR Seminar
Software Engineering Algorithms for NLP

Undergraduate Level:

Artificial Intelligence Image Processing and Pattern Recognition
Computer Graphics Finite State Machines & Automata Theory
Theory of Computation Statistical Modeling
Classical Real Analysis Number Theory

Programming Skills
C, C++, C#, Java, Perl, Python, Matlab, R, Basic shell, SQL
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