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In this note we report recent results on the problem of leading natural dynamics to good
behavior in games that have both high-quality and low-quality equilibria. We show how a central
agency can use a public-service advertising campaign to help “nudge” players’ behavior towards a
high-quality equilibrium, even if only a fraction of players pay attention. We also discuss results
analyzing how well-motivated learning rules, when given additional global information about a
game, can be used to effectively reach high-quality equilibria.
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1. INTRODUCTION

One major focus of algorithmic game theory has been analyzing the quality of Nash
equilibria in a game, in order to understand the additional cost incurred when we
assume that agents are behaving in a strategic manner, rather than performing
a global optimization. This focus was initiated by Koutsoupias and Papadim-
itriou [Koutsoupias and Papadimitriou 1999] who proposed the notion of Price of
Anarchy (PoA) of a game, which is the ratio of the cost of the worst Nash equi-
librium to the social optimum [Nisan et al. 2007]. The PoA has since been studied
for a large variety of games, including routing, network design with cost-sharing,
job scheduling, network creation etc. (see [Nisan et al. 2007]). While the PoA con-
siders the worst equilibrium, the Price of Stability (PoS) [Anshelevich et al. 2004;
Correa et al. 2004] instead considers the ratio of the best Nash equilibrium to the
social optimum. In fact, for many natural games the Price of Anarchy may be
very large while the Price of Stability is quite low. For example, in job scheduling
on unrelated machines the Price of Anarchy is unbounded while there always is a
Nash equilibrium that is also socially optimal (and hence the Price of Stability is
1). Another example is fair cost-sharing games with n players, where the Price of
Anarchy is ©(n) and yet the Price of Stability is only O(logn).

In cases where there are both high-cost and low-cost Nash equilibria, a central
authority (such as a government agency) could hope to “nudge” behavior that is
currently stuck at a high cost equilibrium into a low cost one by running a public
service advertising campaign promoting the better behavior. For example, consider
the case of consensus games. Here, players make individual decisions (say of which
of two standards to follow) and incur a cost for each neighbor whose decision dis-
agrees with their own. Such a game can have a very high-cost equilibrium where
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different groups make different decisions and yet have no incentive to change be-
cause each player has more neighbors in their group than outside. In this case a
central authority might hope to pick one (arbitrary) single decision and advertise
that as the desired choice. Indeed, if everyone then followed the given advice, then
we would immediately achieve a low-cost equilibrium.

However, it is a bit much to assume that everyone will follow any given piece of
advice, even if the behavior is optimal if everyone else follows it as well. Instead,
a more realistic assumption is that we might advertise a certain behavior, and
then only some fraction 0 < a < 1 of players will actually go along with it, with
the others behaving selfishly. In recent work [Balcan et al. 2009] we consider the
question of what can be done in such a scenario, where a public authority would
like to encourage behavior to move from a bad equilibrium to a good one, but can
only count on some fraction of players acting in the desired manner and who will
do so only temporarily. The main question we address in this model is: Is affecting
a small constant fraction a of players sufficient to cause the rest to head towards
a low-cost equilibrium, or on the other hand, is even a small constant fraction not
paying attention enough to cause the whole thing to unravel? In [Balcan et al.
2010], we extend this to the case where rather than a fixed random fraction of
players following the given advice, the set of players following it changes over time
as players individually test out the advice and use adaptive learning behavior to
determine what is individually best for them.

2. FORMAL MODELS AND OUR RESULTS

In our basic advertisement model [Balcan et al. 2009], the authority first suggests
to each player a proposed action, and each player accepts the proposal with some
(constant) probability «. The players that accept the new action are called the
receptive players (since they are receptive to the advertising campaign), and they
stay with the new action long enough so that the non-receptive players converge
to some Nash equilibrium in the game conditioned on the fixed behavior of the
receptive players.! Then all players follow an arbitrary best response dynamics
from that point on. The goal of the authority is to design its advertising such that
this process results in a low-cost equilibrium? (we only consider games where best
response dynamics is guaranteed to converge to a pure Nash equilibrium).

What we show is that interestingly a number of well-studied games fall into three
different categories with respect to the ability of the authority to affect the quality
of behavior. Some behave quite nicely, with the authority able to bring the system
to a low-cost equilibrium for any constant a > 0; some have a threshold property
(e.g., producing good equilibria for a@ > 1/2 but poor equilibria for o < 1/2) and
some perform poorly for all constants o < 1. Specifically, we show the following:

e For fair cost sharing games [Anshelevich et al. 2004], if the authority advertises
the socially optimal solution, then for any « the expected cost of the final

1We also examine a variation in which we replace the assumption that non-receptive players settle
to a Nash equilibrium with their instead performing a small number of rounds of best-response
dynamics.

2The goal is to get to a low-cost equilibrium irrespective of the quality of the original starting
point of our dynamics.
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equilibrium is at most an O((logn)/a) factor larger than optimal. Recall that
the price of stability is ©(logn) for this game, so the difference in guarantees
is only O(1/«), whereas the Price of Anarchy is ©(n). These results extend
to the case where we add to the cost model a linear latency function which
depends on the load observed on the edges. The results extend also to the case
that the authority advertises an approximation to the optimal solution, with a
proportional degradation of the final guarantee.

e For job scheduling on unrelated machines [Nisan et al. 2007; Even-Dar et al.
2007] we present a negative result, showing that for m = n machines, even if
the authority can pick n — 2 of the n jobs to follow the advertising, there is
still a possibility of reaching a pure Nash equilibrium whose cost is unbounded
compared to the social optimum. Even for m = 2 machines, we show the same
holds true so long as at most n/2 — 1 jobs follow the advertised behavior.

e  For party affiliation games [Christodoulou et al. 2006] where players have degree
w(logn) we show a threshold property: any value of o < 1/2 is not sufficient
to improve the equilibrium beyond the Q(n?) price of anarchy, while any value
a > 1/2 is sufficient to produce behavior within an O(1) factor of optimal.

In [Balcan et al. 2010], we consider a more adaptive learning-based model where
rather than having separate receptive and non-receptive players, each player ¢ indi-
vidually decides on each round between following the advertised strategy or acting
in a best-response manner with some probability p;. Based on their observations,
players may then slowly adjust their probabilities over time using some learning
rule of their choosing. The goal again is to show that (in expectation or with high
probability) this process results in a low-cost state, with as mild as possible condi-
tions on the learning rules used by the individual players. What we show is that
requiring only smooth learning updates and a reasonably balanced start (each of
the two abstract actions—best response or following the advertisement—initially
having a non-negligible weight for each player), we can get a number of positive
results. In particular, for fair cost sharing we show that as long as the number of
players of each type is sufficiently high, there exists a (polynomially-bounded) time
Ty such that with high probability, for all T" > T, the cost at time T is within
a logarithmic factor of optimal. In addition, for consensus games, we show that
all the positive results for the basic advertisement model carry over to this setting
as well, and even better that the minimum degree requirement can actually now
be removed. We also analyze a batch version of this learning model where players
operate in two distinct phases: an exploration phase (players try each of the two
options with equal probability) and an exploitation phase (after some polynomial
number of steps the players commit to a specific action that they play from then on).
For this we show additional positive results including more general party-affiliation
games as well as more general results for fair cost-sharing.

3. DISCUSSION AND CONCLUSIONS

Overall, our results show that for a number of important games that have a wide gap
between the qualities of their best and worst equilibria, it is possible for a central
authority to “nudge” behavior into a high-quality equilibrium via an advertising
strategy that only a fraction of players respond to. Moreover, common games
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exhibit an interesting structure with some having a smooth tradeoff, some having a
threshold property, and some not being amenable to such advertising at all. More
broadly, this analysis, and especially our learning-based model, can be viewed as
a step to understanding how self-interested learning by the individual players in a
game, together with some knowledge of the game’s overall structure, can be used
to efficiently reach better equilibria.
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