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Train decision forest
Standard decision forests  cannot build new feature representations

but rely on predefined ones

We allow decision forests to build ad-hoc

feature representations through 

a deep network, which is jointly 

trained with the forest

Proposed solution
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Average Leaf Entropy during Training
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