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ORTHOGONAL BICLUSTERING METHOD 
Idea: start by finding overlapping bi-clusters, then 
gradually increase the orthogonality restrictions. 
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• While there are unassigned tasks  
o     
o   Retrieve cluster from 𝛽𝑘 and add to 𝐵 
• Obtain optimal values for learned structure  
• While items in B are not orthogonal 
o   Increase 𝜆1 and 𝜆2 
o   Perform block coordinate descent over 

bi-clusters until convergence  
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B. ‘SOFT’ CLUSTERS 

A. TRUE COEFFICIENTS 
- Two task groups 
- Each group depends 

on its own set of 
features plus a set of 
common ones 

Informative Features 
Common Across Tasks 

C. FINAL CLUSTERS 
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BI-CLUSTER RETRIEVAL 
HEURISTICS 

1. Common sparsity patterns 
    for features and tasks 

 
 

2. Group features used   
    frequently for same tasks 

 
 

3. Group tasks by how well 
they are learned 

 

- for sparse structure recovery 

- task-focused grouping 

- targets improved accuracy 

MEANING REPRESENTATION IN THE BRAIN 
9 subjects saw word-picture pairs from 12 semantic categories: 

… 
chisel hammer 

FMRI EXPERIMENT 

Para-hippocampal Gyrus 
recognition of places 

Pre-central Gyrus 
motor cortex 

We simplify the problem to 2 categories: 
- Buildings:  'chisel'  'hammer'  'pliers'  'saw'  'screwdriver' 
- Tools:  'apartment'  'barn'  'church'  'house'  'igloo’ 
The method recovered a clustering of the manipulate and shelter features: 
- Both features are represented in the pre-central voxels 
- The clustering does not correspond to the predicted anatomical separation 
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𝛽𝑘 = 𝑎𝑎𝑎𝑎𝑎𝑎𝛽|𝑌 − 𝑋𝑋|2
2 + 𝜆1𝛽𝑇𝐵 + 𝜆2𝐵𝑇𝛽 

Does the brain represent semantic categories in disjoint patterns? 

• Introduced a new method for multitask regression 
to recover the grouping between tasks and features  

• The method correctly retrieves the underlying 
bicluster structure in artificial data 

• Obtained preliminary results on real data, which 
verified the correlation of nearby voxels, but the 
hypothesis is not yet fully verified 

• Determine if results hold across multiple subjects 
• Test to see if they generalize to other semantic 

categories – such as food – and different brain regions – 
the gustatory cortex for instance 

• Explore theoretical properties of the method; under 
what conditions is the coefficient matrix recovered and 
what bounds on recovery error and risk 

         
           

             
-tasks from different groups depend 

on disjoint/nearly-disjoint set of features.  

We are interested in multi-task regression problems in which: 
• a group structure can be identified among tasks such that 

features within a group can be learned using approximately 
the same set of input features 

• tasks in different groups depend on disjoint/nearly-disjoint 
highly sparse sets of features 

Unlike other related work, we do not assume : 
• Information on the group structure among the tasks 
• domain knowledge the features that are relevant to each group 
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