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Abstract—The packet pair mechanism has been shown to be [1]-[6]. Passive measurement tools use the trace history of
a reliable method to measure the bottleneck link capacity on a existing data transmission. While potentially very efficient
network path, but its use for measuring available bandwidth is and accurate, their scope is limited to network paths that have

more challenging. In this paper, we use modeling, measurements, . . . .
and simulations to better characterize the interaction between recently carried user traffic. Active probing, on the other hand,

probing packets and the competing network traffic. We first Can explore the entire network. The packet pair technique is
construct a simple model to understand how competing traffic one of the most popular active probing techniques. The basic

changes the probing packet gap for a single-hop network. The gap idea of packet pairs is that the sender sends a pair of packets,
model shows that the initial probing gap is a critical parameter which are echoed back by the destination. By measuring the

when using packet pairs to estimate available bandwidth. Based h in th ket . th d timate th
on this insight, we present two available bandwidth measurement changes In the packet spacing, the sender can estmate the

techniques, the initial gap increasing (IGI) method and the packet bandwidth properties of the network path. While the packet pair
transmission rate (PTR) method. We use extensive Internet mechanism is a reliable method for measuring the bottleneck
measurements to show that these techniques estimate availablejink capacity of a network path [1], [2], [5], its use to measure
bandwidth faster than existing techniques such as Pathload, with the available bandwidth has had more mixed results.

comparable accuracy. Finally, using both Internet measurements ' . - .
and ns simulations, we explore how the measurement accuracy of Let us first define the termsvailable bandwidth bot-

active probing is affected by factors such as the probing packet tleneck link and tight link more precisely. Consider an

size, the length of probing packet train, and the competing traffic end-to-end path that includes links Ly, Lo, ..., L,. Their
on links other than the tight link. capacities are3,, Bs, ..., B, and the traffic loads on these

Index Terms—Active probing, available bandwidth, Internet, links are C1,Cs,...,C,. We define thebottleneck linkas
network measurement. Ly(1 < b < n), where

By = min(B;, B, ..., B,).

|. INTRODUCTION
HARACTERIZING the end-to-end network available-rhe“ght linkis defined asl(1 < # < n), where

bandwidth is a problem that is both intellectually in- B; — C; = min(B; — C1,By — Cs,...,B, — C,).
triguing and of practical importance. However, the scale _ ) ) o
of the Internet, traffic volume and the diversity of networin the first part of this paper, we assume that the tight link is
technologies make it a very challenging task. Furthermor@® bottleneck link; we consider the case where the two are dif-
regular Internet users do not have access to network intern&gent in Secuon VIl The.unused bandwdth on the tight link,
adding to the complexity of understanding, characterizing, akti — Ci, is called theavailable bandwidthof the path. The
modeling the performance of the Internet. While the problenfailable bandwidth defined here, generally, does not equal the
of characterizing end-to-end latency and bottleneck link c@chievable bandwidth for an application. Applications often can
pacity have received a lot of attention [1]-[6], the questioROt fully ut?lize the unused bandwidth due to fa_ctors su_ch asa
that is of most interest to applications is how much bandwidginall receive socket buffer and packet reordering, which may
is available to them along an end-to-end Internet path. WHHRIt transmission control protocol (TCP) throughput.
are good techniques for estimating available bandwidth andThis paper makes the following four contributions. First, we
what factors affect the measurement accuracy are still opd@velop asingle-hop gap modehat captures the relationship
questions. Those questions are the focus of this paper. between t_he competing traffic throughput and the c_hange of the
Network measurement techniques can be classified into tR8Cket pair gap for a single-hop network. We use this gap model
categories: passive measurement [7], [8] and active probimghem understand the interaction between the probing packets
and the competing traffic, and to identify the conditions under
. . ) ___which the packet pair gap can be used to accurately characterize
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comparing the available bandwidth and TCP throughput, v = B
show that the relative measurement error, in terms of TCP Py — - | e P2 IO L1 [T

formance, is generally less than 30%. We also show that t Bc g
measur.ement techniques discussed in this paper are.' much faFS@t]e{ Interleaving of competing traffic and probing packetsis the initial
than existing methods such as Pathload [9], [10], with Compgafr;.g-g is the probing packet length on the output link is the gap after
rable measurement accuracy. interleaving with the competing traffi@ - is the competing traffic throughput.
Third, we explore how packet train parameters can affect thio, refer to Fig. 2 for the symbols’ definition.
measurement accuracy. Using Internet measurements, we show
that a probing packet size around 700 Byte results in the bg§t explicitly analyzing the multimodal nature of the packet
accuracy. We also show that the length of the probing paclfﬁ{p distribution.
train should be adjusted based on the burstiness of the comcharacterizing the available bandwidth is more difficult since
peting traffic. Furthermore, we study the potential of IGI ang ;s 5 dynamic property and depends on more factors. Because
PTR to detect the relative burstiness of Internet backgrouggl ihe dynamic nature of the available bandwidth, it must be
traffic, which is another important metric that may be of intereg{eraged over a time interval. Therefore, active measurement
to applications. techniques often use packet trains, i.e., longer sequences of
Finally, we use simulations to quantify how various faCtorﬁackets. A typical example is the packet bunch mode (PBM)
impact the accuracy of the algorithms in multihop networkgnethod [16]. It extends the packet pair technique by using
Specifically, we look at network paths where the tight link igjitferent-sized groups of back-to-back packets. If routers in the
not the bottleneck link, and paths where links other than the tighttwork implement fair queueing, the bandwidth indicated by
link carry significantamount of traffic. We show that while thesgne pack-to-back packet probes is an accurate estimate for the
effects can reduce the accuracy of the algorithms, their impagfir share” of the bottleneck link’s bandwidth [14]. Another
is likely to be minimal in the current Internet. example, cprobe [5], sends a short sequence of echo packets
This paper is organized as follows. We first discuss thgatween two hosts. By assuming that “almost-fair’ queueing
related work in Section Il. In Section Ill, we introduce the gagccyrs during the short packet sequence, cprobe provides an
model. The IGI and PTR algorithms are introduced in Seggtimate for the available bandwidth along the path between the
tion IV. We present our performance evaluation methodology,sts. Treno [17] uses TCP-like flow control and congestion
in Section V. The evaluation includes three parts: Section ¥bntrol algorithms to estimate available bandwidth. The work
studies the performance properties of IGl and PTR, whiGh 2] mentions a technique for estimating the available band-
include a comparison with TCP throughput and Pathload M&gith based on the asymptotic dispersion rate (ADR) method.
surement. Section VIl studies the impact of two IGI and PTBart of our work is related to ADR, and we share the view that
parameters—the probing packet size and the probing paclf ADR reflects the effect of all the competing sources along
train Ie_ngth—_on the accuracy of _the algorithms. Section Vithe transmission path. However, we also identify the initial
uses simulation to quantify possible sources of error for IGoping packet gap as a critical parameter that must be selected
and PTR in multihop network. We conclude in Section IX. dynamically in order to achieve good accuracy.
Pathload [9], [10] characterizes the relationship between
Il. RELATED WORK probing rate and available bandwidth by measuring the one
way delay of probing packets. By trying different probing rates,
The problem of estimating the bottleneck link bandwidth reasonable estimate for the available bandwidth can be found.
using active probing is well studied. The work in [11] classifieghe work closest to ours is the TOPP method [18]. This method
the tools into single packet methods and packet pair methoggovides a theoretical model for the relationship between
Single packet methods estimate the link capacity by measurifighilable bandwidth and probing packet spacing at both end
the time difference between the round-trip time (RTT) to ongoints. Simulations are used to validate the method. Both of
end of an individual link and that to the other end of the samRese methods analyze the relationship between probing trains
link. This requires a large numbers of probing packets to filtgihd available bandwidth, but their analysis does not capture the
out the effect of other factors such as queueing delay. Singiige-grain interactions between probes and competing traffic.

packet tools include pathchar [4], clink [3], and pchar [6].  This is useful, for example, to understand the limitations of the
Packet pair methods send groups of back-to-back packetghniques.

i.e., packet pairs, to a server which echos them back to the
sender. As pointed out in an earlier study on TCP dynamics
[12], the spacing between packet pairs is determined by the
bottleneck link and is preserved by the links with higher The ideabehind using packet pairs to measure available band-
bandwidth. Example tools include NetDyn probes [13], packetidth is to have the probing host send a pair of packets in quick
pairs [14], bprobe [5], [15], and nettimer [1]. Most of thessuccession and to measure how the packet pair gap is changed
tools use statistical methods to estimate the bandwidth, bagEiy. 1). As the probing packets travel through the network,
on the assumption that the most common value for the packeickets belonging to the competing traffic may be inserted be-
pair gap captures the bottleneck link transmission delay. tween them, thus increasing the gap. As a result, the gap value at
practice, interpreting the packet pair measurements is diffictifie destination may be a function of the competing traffic rate,
[16]. Recent work on pathrate [2] addresses these challengeaking it possible to estimate the amount of competing traffic.

I1l. SINGLE-HOP GAP MODEL
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' QR /) gr | the initial gap, the time between the first bits of P1
: : and P2 when they enter the router; it includes PI’s
E E transmission delay'on the input link
. ' gB | the bottleneck gap, the transmission delay of the prob-
| B : ing packet on the output link; it is also the gap value
N E E of two back-to-back probing packets on the bottleneck
i ' ' link
E B~y 2 2 go | the output gap, the time between the first bits of P1 and
‘ P2 when they leave the router, i.e., on the bottleneck
N A link
o Bo | the bottleneck link capacity
% - Bc | the competing traffic throughput for the time interval
P i between the arrival of packets P1 and P2
s Bo(I%0) 1 Q@ | the queue size when packet P1 arrives at the router
\ L | the probing packet length
0 Bo*g(1-1) Q r r=gs/9r

Fig. 2. Single-hop gap model. The output gapis not affected byB¢ in the DQR, while in the JQRyo is proportional taB¢ . (Transmission delay is defined
as the time for a packet to be placed on a link by a sender.)

In practice, the way that the competing traffic affects the Under all the other conditions, i.e., in JQR, when P2 arrives
packet pair gap is much more complex than what is suggestddhe router, the queue will not be empty. Since we asstipe
above. In this section, we describe and evaluate a simple modatonstant, this means that P1 and P2 are in the same queueing
that captures more accurately the relationship between the gapiod. The output gap consists of two time segments: the time
value and the competing traffic load on a single-hop networkto process Plg(z), and the time to process the competing traffic

that arrives between the two probing packets: (- gr/Bo).

A. Single-Hop Gap Model Therefore, in this region, the output gap will be
The three-dimensional (3-D) graph in Fig. 2 shows the Be - gr
output gap valugo as a function of the queue sizgand the go =g+ Bo‘ . (2)

competing traffic throughputB<. This model assumes that
the routers use first-in first-out (FIFO) queueing and that alihatis, in this region, the output gap increases linearly with
probing packets have the same size. It also assumes thattfigecompeting traffic throughpuitc. Equation (2) is referred to
competing traffic is constant in the interval between the arrivap the JQR equation.
of packet P1 and P2; given that this interval is on the order of This model clearly identifies the challenge in using packet
1 ms, this is a reasonable assumption. pairs for estimating the competing traffic throughput. If the
The model has two regions. As described below, the key dacket pair happens to operate in the DQR of the bottleneck
ference between these two regions is whether or not the ti@ter, the output gap will bear no relationship with the com-
packets P1 and P2 fall in the same queueing periaguéueing Peting traffic, and using the JQR equation (since the user does
periodis defined to be the time segment during which the quetdt know which region applies) will yield an incorrect result.
is not empty, i.e., two consecutive queueing periods are sepalthermore, the estimate obtained using a single packet pair
rated by a time segment in which the queue is empty. For ti¥igll only provide the average competing traffic ougr, which
reason, we call the two regions in the model the disjoint queuiffg@ very short period. Since the competing traffic is likely to
region (DQR) and the joint queuing region (JQR). fluctuate, one in general will want to average the results of
If the queue becomes empty after P1 leaves the router and Beltiple samples, corresponding to independent packet pairs.
fore P2 arrives, then, since we are assuming fhats constant This of course increases the chance that some of the samples
in this (short) interval, P2 will find an empty queue. This meariill fall in the DQR.
that the the output gap will be the initial gap minus the queuei%g ) .
delay for P1, i.e., . Probing Packet Trains
0 Equation (2) shows that in the JQR, we can estimate the
Jgo =9gr — —. (1) competing traffic throughpuBo based on the initial gap;,
Bo the output gapjo, and the bottleneck gagpg. However, the
Under what conditions will the queue be empty when P2 asingle-hop gap model assumes that the competing traffic is a
rives? Before P2 arrives, the router needs to finish three tasksiooth packet stream. In practice, the competing traffic flow
processing the queu@ (Q/Bo), processing Ply(), and pro- will be bursty and a single pair of probing packets will not
cessing the competing traffic that arrives between the probingpture theaveragethroughput of the competing traffic. To
packets B¢ - g1/ Bo). The router hagy time to complete these deal with this problem, people use a packet train [2], [16], i.e.,
three operations, so the condition§ Bo + B¢ - g1/Bo + @ longer sequence of evenly spaced packets.
gB < g1, which corresponds to the triangular DQR in Fig. 2. The conclusions from the single-hop gap model do not di-
In this region, the output gagy is independent of the com-rectly apply to a packet train. The main problem is that the
peting traffic throughpuBc. We will refer to the above (1) as “pairs” that make up a packet train are not independent. For ex-
the DQR equation. ample, if one packet pair in the train captures a burst of packets
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from the competing flow, it is highly likely that adjacent pairs

100Mbps
. . . . R1 R2
will not see any competing traffic and will, thus, see a decreas - -

in their packet gap. Intuitively, if we want to estimate the amour 100Mbps 100Mbps
of competing traffic, we should focus on tircreasedgaps in

a probing packet train since they capture the competing traffi.,
while (_Jlecreased gaps saw Iit_tle or no competing traffic. NoF__(?g_ 3. Testbed configuration.
that this observation only applies when the probing packet train
operates in the JOQR.

More precisely, assume a probing train in whizhprobing ar . —

x initial gap
gaps are increased are unchanged, and are decreased. If , _
we now apply (2) to all the increased gaps, we get the followirz
estimate for the competing traffic load:

100Mbps 10Mbps

X

2k

Gap valut

xX x x
s x

M
Bo 3 (9 — g5)
] 9; gB B RN U R UV AU SN U UL R R S
i=1 X XXxXXXX XXXXXKXK XXXXXKXXX® XXXXKX Y XD XXXXKXKXXKX XXX XXX XX

(3) 380 390 400 410 420 430 440 450
Probing packet sequence number (R1)

& X initial gap
O output gap

MoK N :
Y9+ g+ g
=1 =1 =1

4 T

Here, the gap valuesz* = {gfli = 1,...,M}, _% ) .
G- ={gli=1,.. K} andG™ = {g]|i = 1,...,N} 5 | °
denote the gaps that are increased, unchanged, and decreig .

(0] (] &2 () ]

respectively. In this formula,Bo Y, (¢ — g5) is the il
amount of competing traffic that arrive at router R1 durin _
the probing period. Ideallﬁﬁl g+ Zf;l g; + Zz]\;l g; 80 390 400 410 0 430 440 450
is the total probing time. In practice, we exclude gap values Probing packet sequence number (R2)
that involve lost or reordered packets, so in such cases, He 4. Effect of JQR. Initial and output gap for routers R1 (top) and R2
denominator may be smaller than the total probing time. Thisttom).
method of calculating competing traffic load will be used by
the 1GI algorithm in Section IV, and we call it the IGI fo.rmula. Testbed lllustration

A number of groups have proposed methods to estimate the ) ) )
available bandwidth along a network path [5], [9], [10]. Using We run experiments on an isolated testbed. The topology is

the same notation as used above, the equation used in [5] isShown in Fig. 3. In this figure, Ps and Pd are the probing source
and destination, and Cs and Cd are used to generate competing

(M+ K+ N)L traffic. R1 and R2 are FreeBSD-based routers thatepdump
M 7 N (4)  on all relevant interfaces to record packet timestamp informa-
St + Y g+ 97 tion. Ps sends out a series of evenly spaced 100-B packets, each
i=1 i=1 i=1

consecutive pair of which can serve as a probing pair. The com-

: . . . eting traffic is generated using Iperf [19], which allows us to
Here, L is the probing packet size. This formula represents “E ulate typical TCP traffic such as FTP traffic. We control the

average transmis_sion rate of the packet _train, measured_ att %peting traffic throughput by adjusting the TCP window size.
destination. We will also use this formula in the PTR algorithm 1) Effect of JQR: Capturing Competing Traffin this ex-

described in Section IV, and we call it the PTR formula. In con:
0

i eriment, we use 1024 probing packetf size 100 Byte, so
trast, Pathload [9], [10] uses the rate of the packet trains sen X% bottleneck gap is 0.08 ms. The initial gap is set to 0.31 ms,

the source. and we use a competing traffic load of 7.2 Mb/s. A typical set of

The gap model shows that the IGI formula only applies in thg, ,e imental results is shown in Fig. 4: the top graph shows the
JQR, and we will show later that the PTR formula is also oniyiia| and output gaps measured on R1, and the bottom graph
valld. under similar condmons. Nlote that the main parametgn s the corresponding gaps on R2. The increase in gap values
that is under. our control in the single-hop gap modey;isit on R1 is caused by competing traffic on the bottleneck link.
has a large impact on the size of the DQR and, thus, on therye jncreased gap values in the top graph of Fig. 4 fall into
region in which the packet train operates. Therefore, the kfyee clusters: 1.2 (the transmission delay of a 1500 Byte com-
to an accurate available bandwidth measurement algorithm iﬂgm packet on a 10 Mb/s link), 2.3, and 3.8 ms. The clusters

find a g7 value so that the probing packet train operates in the, . esnond to probing pairs that are separated by exactly one,

JOR. two, and three competing packets. The fact that at most three

Before discussing the details of the algorithms used to aChieﬁ(&ckets are inserted in a probing gap should not be a surprise

that, we first use several simple testbed experiments to illustrate
the intuition behind the single-hop gap model and to show how,

. We use such a large number in order to get a large enough probing period.
the DQRs and JQRs affect the estimates of the IGI and P-Eﬁourtestbed, it does not cause packet drops and it does not significantly affect

formulas. the competing flow’s throughput.
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Fig. 5. Bursts of competing packets at the input and output interface of F—§ X, x % ox
t, is the transmission delay of the three competing packets on R1's input lirg x+
t> + ¢, is their transmission delay on the output link,is the interval between © N
the time when the first three packets finish transmission, and the time when x + x
second three packets arrive. x X X x X % x X

x X
x
X X Xy X% x
X

%00 41lo Aéo 4;0 4-"10 4éO 4é0 4;0 4é0 4s|aox 500
since the initial gap is 0.31 ms, and the transmission time .. Probing packet sequence number (R1)
the competing packets on their input link is 0.12 ms (note thg
the input links are ten times faster than the bottleneck link).
Besides the increased gap values, most of the other gap val's2<
are decreased to 0.08 ms, which is the transmission delay of
probing packets on the 10 Mb/s bottleneck link. The bottor®|
graph shows that the increased gap values are maintail
through router R2, because R2 has a higher output rate tt
input rate. 05} 1
The changes in the gap values are the direct result of t
bursty competing traffic. Theepdumprace on router R1 shows % 05 " 15
that in some cases, the source Cs sends out three 1500 E Time stamp at the input nterface of R () x10”
packets back-to-back( period in Fig. 5). This builds up the ,
queue in router R1, and the queue will drain during the peric
to. After periodts, more competing traffic arrives. A packet pair st s s 4 5 6
that overlaps with period; will see an increased gap; the gay
value depends on whether one, two, or three competing pack '[ A wB o
are inserted between the packet pair. A packet pair that falls, ;| _
periodt, will see its gap reduced to 0.08 ms. In our experimer
because the input link capacity is ten times the output link ¢ o, s ” o 5 : = ” Py
pacity, t» is much longer tham,, so more packet pair gaps are Time stamp at the ouput interface of R1 (s) x 107
reduced than increased. Packet pairs can also straddledahd
t3 periods. In that case, the gap is reduced to a value betw%
¢95(0.08 ms) and gy (0.31 ms). This effect corresponds to the
D%ZI nzn$;n| g‘ II?o?r);]irlgl?lvev,eltc: nn(;)t;t\;?r:yailgggﬁzr:;d competi rqhe packets.Given the nature of the competing traffic, probing

traffic throughput of 7.3 Mb/s, and the PTR formula estimates ckets W"! al\_/vays encounter an empty or very short queue._As
the available bandwidth as 2.4 MbJ/s. Both estimates are® esult, it is likely that two consecutive probing packets will

. fall in different queueing periods, and the changes in gap values
gozolc\i/lg;itch, given that Iperf reports an average throughputgsre fairly random and not strongly correlated to the competing

. . . ' traffic load. In some cases, we see a gap increase because P2

2) Effect of DQR: Losing Competing TraffidMe now re- . ; . . )
duce the competing traffic by setting the source TCP sockK ff!layedi e.gr.], the pair (le _3),dw|h|chdhas ('jts gap élncre_ased_to
buffer size to 512 Bytes and the destination TCP socket bufier .ms. not T“.:asﬁs’ - IS derayed, andwe end up in region
size to 128 Bytes. This forces the competing traffic source OQR' an example is the pair (3, 4).
send roughly one 128 Byte-packet each RTT. The parameter%of
the probing packet train are kept the same. '

Fig. 6 shows that the increased gap values are no lon ef he single-hop gap model and our experiments show the chal-
clustered around a small set of discrete values. When we ap?ggges associated with using packet pairs and packet trains to
the IGI formula to this experiment, we obtain a competin§Stimate competing traffic on the pottlgneck link. To what de.—
traffic throughput of 3.8 Mb/s, and PTR estimates the availab#§ee the measured gap at the destination reflects the competing
bandwidth as 2.5 Mb/s (corresponding to 7.5 Mb/s competir‘i@fﬁc load depends on what region the bottleneck router is op-

traffic throughput). Both are higher than the real competirﬁfaﬂng in. The good news is that when we are operating in the

traffic thml*!(:*]hp_Ut of 1.4 N_lb/S' . 2The time stamp recorded by tcpdump is the time the last bit of a packet passes
To explain this result, Fig. 7 shows a detailed snapshot of tihough the network interface. This means that for the segments in Fig. 7, only

starting and ending time of two competing packets (A and g); right end points are measured trace data. The left end points are calculated
pased on the packet length and the corresponding interface’s transmission rate.

and six probing packets (1__6) for both the input-an-d output ikpe small overlaps between “3" and “A,” and “5” and “B” are not possible and
terfaces of router R1. The lines show the transmission delaysaf probably due to the timing error of tcpdump.

Effect of DQR. The changes in the gap values are random.

n
w
FEN
%o
o

4>
dw

ig. 7. Snapshot of the interleaving between two competing packets and six
ing packets.

Discussion
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Pl ; ; We see that for small initial gaps (smaller than = 0.6 ms,

which is the transmission time on the bottleneck link), we are
flooding the network and the measurements underestimate the
competing traffic throughput. Note that for minimal initial gaps,
/ the PTR formula is similar to the formula used to estimate the
or —e——a— =—=a 1  bottleneck link capacity by tools such as bprobe [5], and in fact,
the PTR estimate for small initial gaps is close to 10 Mb/s, which
0 05 it gop © 1 10}3-5 is the bottler!egk link capacity.
g When the initial gap reaches;, the DQR effect starts to ap-
. pear. Note that, unless the network is idle, we are still flooding
| the bottleneck link. So far, the average output gap at the desti-
nation is larger than the initial gap. When we further increase
the initial probing gap, at some point (0.84 ms in the figure), the
7 output gap equals the initial gap; we will call this thening
{1 point At this point, the probing packets interleave nicely with
, , the competing traffic, and the average rate of the packet train
0 05 it gap (6 ! m]f equals the available bandwidth on the bottleneck link. In this
experiment, the 1GI estimate for the competing traffic at the
Fig. 8. Impact of the initial gap on available bandwidth measurements. Tterning point is 3.2 Mb/s and the PTR estimate for the avail-
arrows point out the measurements at the turning po_ir)t, the smallest initial %Ble bandwidth is 7.1 Mb/s: both match the actual competing
where the average output gap equals the average initial gap. . . . . .
traffic (3.6 Mb/s) quite well. As we continue to increase the ini-
. . . . tial probing gap, the output gap remains equal to the initial gap
JQth,r:here IS atpropzor#pnz_ardhr etlgu?r?shltp tt).e twee.n :?e C;Etpult %hce all the packets on average experience the same delay.
ﬁtnhmsein(f((rjcggﬂielgginr?helcﬁextaselzsctioens arting pointfor th€ algo- \ye pelieve that the point where the average output gap equals
: totheinitial gap, i.e., the turning point shown in Fig. 8, is the cor-
rect point to measure the available bandwidth. The turning point
IV IGI AND PTR ALGORITHMS corrgsponds to the smallest initial gap value with which vg\]/e?are
In this section, we describe how we use the IGI and PTifot flooding the bottleneck link. With respect to the single-hop
formulas as the basis for two available bandwidth estimatigap model in Fig. 2 on which the IGI formula is based, this
algorithms. The measurements presented in the previous sectittial gap will result in a packet train that keeps the queue as
clearly show that the initial gap; has a large impact on thefull as possible without overflowing it; the model shows that
usefulness of the IGI and PTR formulas, so we first study thlis puts us in the JQR. With respect to the PTR formula, the

Average gap difference (s)
n
T
L

available bandwidth
gl measured by PTR

Measurement (bps)

2  competing traffic throughput
measured by IGI

role of the initial gap more carefully. initial gap at the turning point corresponds to the packet trans-
mission rate where the packet trains consume all the available
A. Impact of Input Gag bandwidth without significant interference with the competing

According to the single-hop gap model, if we are in the JQRaffic. In other words, the packet train behaves like an aggres-
the output gap of a packet pair or train can give us an estim&fee, but well behaved (i.e., congestion controlled) application
of the competing traffic on the bottleneck link. However, in th#ow, so its rate is a good estimate of the available bandwidth.
DQR, output gap is independent of the competing traffic. We The IGl and PTR algorithms discussed below are based on
also see that increasing the initial gap will increase the DQFRcket trains that operate at the turning point.
area. This argues for using small initial gaps. In fagj; iK g, i
i.e., ifthe initial gap is smaller than the probing packet transmiE: |G! and PTR Algorithms
sion delay on the bottleneck link, the DQR area does not everThe IGl and PTR algorithms send a sequence of packet trains
exist. However, with small initial gaps, such@s< gz, we are with increasing initial gap from the source to the destination
flooding the bottleneck link, which may cause packet losses ahdst. They monitor the difference between the average source
disrupt traffic. (initial) and destination (output) gap and they terminate when it

In order to better understand the impact of the initial probingecomes zero. At that point, the packet train is operating at the
gap on the accuracy of the IGI and PTR formulas, we design thening point. We then use the IGl and PTR formulas to compute
following experiment. We send an Iperf TCP competing traffithe final measurement.
flow of 3.6 Mb/s over a 10-Mb/s bottleneck link. We then probe The pseudocode for the IGI algorithm is shown in Fig. 9. The
the network using a set of packet trains; the packet train lengttailable bandwidth is obtained by subtracting the estimated
is 256 and the probing packet size is 750 Byte. We start with aampeting traffic throughput from an estimate of the bottleneck
initial probing gap of 0.022 ms, which is the smallest gap théihk capacity. The bottleneck link capacity can be measured
we can get on the testbed, and gradually increase the initial gaping, for example, bprobe [5], nettimer [1], or pathrate [2].
Fig. 8 shows the average gap difference (averaged output ddgie that errors in the bottleneck link capacity measurement
minus the averaged initial gap), the competing traffic throughpwill affect the accuracy of the available bandwidth estimate,
estimated using the 1GI formula, and the available bandwidgliince the bottleneck link capacify, is used in the calculation
estimated using the PTR formula. of the bottleneck gapp, the competing traffic throughput
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Algorithm IGI: In our experimentsy is set to 0.1. These two steps are a
{ key difference between PTR algorithm and other techniques
/* initialization */ based on (4) since they allow us to quickly find a good
probe_.num = PROBENUM; initial gap. We evaluate how fast this algorithm converges in
packet_size = PACKETSIZE; Sections VI-B and VII-B.
9B = GET_GB(); Besides the initial gap, two other parameters also affect the
init_gap = gB/2; accuracy of the IGl and PTR algorithms.
gap-step = gB/8; 1) Probing packet sizeMeasurements using small probing
src-gap-sum = probe-num * init_gap; packets are very sensitive to interference. The work in
dst-gap-sum = 0; [2] also points out significant post-bottleneck effects for
small packets. This argues for sending larger probing
/* look for probing gap value at the turning point */ packets.
while (!GAP_EQUAL(dst_gap_sum, src_gap_sum)) { 2) The number of probing packetsis well known that the
init_gap+ = gap-step; Internet traffic is bursty, so a short snapshot cannot cap-
src-gap-sum = probe_num * init_gap; ture the average traffic load. That argues for sending a
SEND_PROBING_PACKETS(probe.num, fairly large number of probing packets. However, sending
packet_size, init_gap); too many packets can cause queue overflow and packet
dst_gap_sum = GET_DST_GAPS(); losses, increase the load on the network, and lengthen the
} time it takes to get an estimate.
Our experiments show that the quality of the estimates is not
/* compute the available bandwidth using IGI formula */ very sensitive to the probing packet size and the number of
inc-gap-sum = GET-INCREASED-GAPS(); packets, and that there is a fairly large range of good values
cbw = bbw + inc-gap_sum/dst-gap-sum; for these two parameters. For example, a 700-Byte packet
abw = bbw — cbw; size and 60 packets per train work well on the Internet. We
} discuss the sensitivity to these two parameters in more detail in
Section VII.

Fig. 9. Algorithm IGlI. SEND_PROBING_PACKETS() sends out
probe_num packet_sizarobing packets with the initial gap set oit_gap
GET_DST_GAPS() gets the destination (output) gap values and adds them;
GET_INCREASED_GAPS() returns the sum of the initial gaps that are
larger than the bottleneck gap; bw, b_bwanda_bwdenote the competing . . .
traffic throughput, the bottleneck link capacity, and the available bandwidth, Our evaluation includes three parts:

respectively. 1) In Section VI, we compare the performance of IGI, PTR,
and Pathload, focusing on the measurement accuracy and

c_bw, and the available bandwidthbw. However, the analysis the convergence time. _ _
of the above mentioned tools and our experience show that?) N Section VII, we analyze how the probing packet size

the bottleneck link capacity measurement is fairly accurate, ~and the number of probing packets (packet train length)
so in this paper, we do not consider this factor. affect the measurement accuracy of IGl and PTR.

The PTR algorithm is almost identical to the IGI algorithm. 3) In Section VI, we study the performance of IGl and PTR
The only difference is that we need to replace the last three lines ~ ©" & network path, where the tight link is not the same as

V. EVALUATION METHODOLOGY

in Fig. 9 by the bottleneck link. We also look into a related issue about
the impact of gap timing errors.
_ packet_size * 8 x (probe_num — 1) The first two parts are based on Internet measurements. The
pir = dst_gap_sum last part is based on ns2 simulations, since we need to carefully

control the competing traffic load in the network.
These formulas assume that there is no packet loss or packeffo evaluate the accuracy of the different probing algorithms
reordering. on the Internet, we interleave probing experiments with large
In both algorithms, we try to minimize the number of probingpplication data transfers that show how much bandwidth is ac-
phases by carefully selecting thep_step andinit_gap. In step tually available and usable on the network path. However, it
GET_GB(), we first probe using aimit_gap that is as small is sometimes hard to determine the actual available bandwidth
as possible. This allows us to estimate the bottleneck link gan an Internet path. In principle, we would like the data trans-
pacity andgs. We then seyap_step = g /8, andinit_gap = fers to use TCP since most applications, especially bulk data
gB/2. Another key step in both algorithms is the automatitansfer applications, use TCP. Unfortunately, for high-band-
discovery of the turning point. This is done in the proceduidth paths, we find that TCP is often not able to fully utilize
GAP_EQUAL(). Ittests whether the source and destination gajhe available bandwidth. In most cases, the reason was simply
are “equal,” which is defined as that TCP end-to-end flow control is limiting the throughput,
since our guest accounts often do not allow us to increase the
|sre_gap-sum — dst_gap_sum)| 5 socket buffers to large enough sizes. On other paths, we ob-
max(src_gap_sum, dst_gap_sum) <O serve a significant amount of packet reordering or unexplained




886 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 21, NO. 6, AUGUST 2003

" ' ' ' ‘ TABLE |
60 INTERNET PATHS
£l D Path Capacity | RIT (std dev)
5 (sender—receiver) (Mbps) (ms)
g a0 T CORNELL— MA 5 27.59 (2.82)
g 2 SLCI— CMU2 10 59.65 (0.58)
3 30f 3 NWU— CMUI 100 10.29 (0.94)
5 4 | CORNELL-y CMUI 10 13.43 (0.15)
327 5 | ETH— SWEDEN 10 76.04 (0.35)
ol 6 SLC2— CMUI 100 83.21 (0.41)
7 SLC2— NYU 100 53.52 (0.36)
o . ‘ . ‘ ‘ 3 ETH— CMUI 100 125.00 (0.30)
0 5 10 15 20 25 30 9 ETH— NL 100 28.21 (0.21)
Nurmber of TGP flows 10 SV— NYU 25 78.29 (0.21)
. 11 SLCl— FC 45 43.39 (10.10
Fig. 10. Throughput of parallel TCP flows on the path EFHNWU. W) SLC2S FC 25 80.65 E23-60;
13 NCTU— CMU3 100 265.54 (0.41)

packet losses, both of which can have a significant impact on
TCP performance. A. Network Paths

For the above reasons, we use a mixture of techniques torhe data presented in this section is collected using a series
measure the “true” available bandwidth. When possible, veg experiments where each experiment measures the available
use a single TCP flow. When small window sizes prevent @andwidth using the following three methods:
from filling the pipe, we use a number of parallel TCP flows. 1) IGI and PTR: we use both IGI and PTR algorithms to
The number of flows is selected on a per path basis. A typical * ggtimate the available bandwidth. The probing packet size
example of how the end-to-end throughput increases with the ¢ catt0 700 Byte and the probing packet number is 60. We
number of flows is shown in Fig. 10. The throughput increases  jiscuss why we choose these two values in Section VII.
initially and then flattens out. Typically, 10 or at most 20 flows 2) Pathload The resolution parameter is set to 2 Mb/s.
are sufficient to fill the available bandwidth pipe. 3) Bulk data transferWe use one or more Iperf TCP flows

Note that this approach provides only a rough idea of the ac- ~ 4 probe for the actual available bandwidth. The transmis-
curacy of the probing techniques. A first problem is that the  jon time is 20 seconds, and the TCP window size at both

probing and the data transfers cannot be run at the same time, ongs is set to 128 kB. which is supported on all machines
so they see different traffic conditions, and we should expect o have access to.

slightly different results. Moreover, because of the banddee separate the above three measurements by a 5 seconds sleep

sharing characteristics of TCP, a single TCP flow and multip eriod to avoid interference between the measurements. We sep-
parallel TCP flows are not equivalent. On the other hand, o

hd del th licat il tvoicall fate experiments by 10 minutes of idle time. The measurements
approach does model the way applications will typically use, ¢ anywhere from 6 to 40 hours.
probing tools, so our approach captures the accuracy that app We collect measurements for 13 Internet paths, as listed in

cations will Perceive. qu experience with tools S_UCh as Rem?ﬁble I3 For each path, the first site is the sender, and the second
[20] shows that applications in general only require rough eSliite is the receiver. The capacities in the third column denote

mates 9f path propgmes. . the bottleneck link capacities, which we will also refer to as the
The |mplementat|on of the IGI and PTR algorithms needs,, capacity The path capacities are measured using bprobe

accurate timestamp m_easurement. As a result, we would , and the RTTs are measured using ping. The path capacities

pect the best results with kernel support, such as libpcap [2 ﬂTown in the table are obtained by “rounding” the measured

However, for most of the end hosts we use for our experimen\t/%dues to the nearest well-known physical link capacity.
we only have guest accounts, so all the Internet measurements

are collected with a user-level implementation. The probing, Measurement Accuracy
packets are user-defined protocol (UDP) packets, and timesi:ig 11 shows the relative measurement error of IGI, PTR
tamps are measured when the client or server applications, = ' ) ' '
. and Pathload.We define the relative measurement error as

sends or receives the UDP packets.

The Pathload implementation is taken from http://www.cis. relative_error —
udel.edu/~dovrolis/pathload_1.0.2.tar.gz. Pathload returns a Bo
measurement interval that should contain the actual availablere,q_bwy can bes_bwicr, a_bwprtr, anda_bwpaihioad, I-€-,
bandwidth. In our analysis, we use the center of the interuide available bandwidth estimates generated by the different
returned by Pathload.

labwx — throughputrcp|

3CORNELL, CMU [1]-[3], NYU, ETH, and NCTU are machines in Cor-
nell University, Carnegie Mellon University, New York University, ETH Zurich
(Switzerland), and National Chiao Tung University (Taiwan), respectively. MA,
VI. COMPARATIVE EVALUATION SLC[1],[2], SV, FC, SWEDEN, and NL are machines on commercial networks,
and they are located in Massachusetts, Silicon Valley, Foster City, Sweden, and
In this section, we analyze the performance of IGI and PTRE Netherlands, respectively. o ,
. . . The Pathload code does not apply to paths with available bandwidth below
algorithms using experiments on the Internet. We also compargys (it returns the interval [0, link capacity]), so we have no Pathload mea-

their performance with that of Pathload. surements for Path 1.
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Fig. 11. Available bandwidth measurement error from IGl, PTR, and Pathload. Each bar shows the median value, and the line on each bar shows the 5% and
95% percentile values.

techniquesthroughputrcp is the bulk data transmission rateprovide fairly similar results, except for path P13, where the
and B is the bottleneck link capacity. For paths 1-10, we olRathload estimates are extremely high.
serve that the measurement error is below 30%, and in mosEor most paths, the IGI and PTR estimates are within 10% of
cases the error is less than 20%. That is, the estimates produeach other. One exception is for path P2 [Fig. 12 (P2)], where
by the IGI/PTR and the Pathload algorithms match the TCP pdine |Gl estimates change over a wider range than those pro-
formance fairly well. vided by the PTR method. We believe this is caused by traffic
For paths 11-13, the relative measurement error is mueh links other than the bottleneck link. As we will discuss in
higher. Without information from the service providers, it iSection VIII, the IGI method is more sensitive to competing
hard to tell what causes the higher errors. Because all thteaffic from nonbottleneck links than the PTR method.
methods have low accuracy, we hypothesize that TCP has diffi-
culty using the available bandwidth due to bad path properti€s. Convergence Times
For example, Table | shows that the RTT variances for paths 1150 far our measurements have shown that the three algorithms
and 12 are large compared with those for the other paths. Tniasve similar accuracy in terms of dicti ilabl gb 4-
may be caused by route flaps, which may negatively influence y predicling avarablé ban
width. However, the IGl and PTR methods, which have the same
TCPs performance. : :
. . . measurement time, are much faster than Pathload, as is shown
In Fig. 12, we show a more detailed comparison of the ban

. ] . . “ . ﬁjfTabIe II. In this table, we show the percentile values of the
W!dth gsﬂmates for six of the paths. We pick three "good” pat easurement times at 5%, 50% (median), and 95% for each
with different path properties (paths 1-3, see Table I) and %I ' '

th f the bad path th 11-13 th for both the IGI/PTR and the Pathload techniques. We see
ree o he ad paths (pa h_ ): h . hat all th that the IGI and PTR methods typically take about 1-2 s while
For paths P1, P2, and P3, the graphs confirm that all t "B&thload takes at least 12 s [9]. We also compute the ratio be-

techniques provide good estimates of the available bandwidijeen pathioad and IGI/PTR for each round of measurements:
as measured by Iperf. Which technique is more accurate ¢s median values are listed in the last column of the table.
pends on the path. For example, IGI seems more accurate forfp geometric mean [24] of all ratios shows that the IGI/PTR

and Pathload for P3. One notable exception is the period froffpthod is on average more than 20 times faster than Pathload
hour 22 to hour 28 for P1, where both IGl and PTR appear {gr the 13 paths used in this study.

tleneck link is a digital subscriber line (DSL), which is in genyergence algorithm. Pathload monitors changes in the one-way
eral idle, as is shown by the high available bandwidth. Duringe|ay of the probing packets in order to determine the relation-
the 22-28 hour interval, the DSL is used. Since only one Ofs@ip between probing speed and available bandwidth. This can
few TCP connections are active, they consume only part of the difficult if probing packets experience different levels of con-
available bandwidth. The bulk data transfer, however, uses fiyestion. This can slow down the convergence process and can
parallel Iperf flows and appears to be grabbing bandwidth fropasult in long probing times as shown in Table II. In contrast,
the other flows. This illustrates that the “available bandwidththe convergence of IGI/PTR is determined directly by the packet
is not necessarily well-defined and depends on how aggressivgn dispersion at the source and destination. Moreover, the IGI
the sender is. Note that this is a somewhat atypical path: on mastli PTR algorithms use the bottleneck link capacity, which is
Internet paths, individual senders will not be able to affect thestimated using the same probing procedure, to aitjilsgap
bandwidth sharing as easily. andgap_stepso as to optimize convergence.

For the three paths where the relative measurement error is
high, we see the available bandwidth estimates produced by all
three methods are much higher than the bandwidth measured
using Iperf. As we already suggested above, this probably mean¥he 1GI and PTR algorithms select the appropriate initial
that TCP, as used by Iperf, is not able to function well becaugap for the probing trains by searching for the turning point,
of problems such as window size [22], loss rate, and varialde described in Section IV. In this section, we use Internet
RTT [23]. Note that the three bandwidth estimation techniquegperiments to study the impact of the other two packet train

VII. 1GI AND PTR ALGORITHM PROPERTIES
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Fig. 12. Available bandwidth measurements and the corresponding TCP performance. The number in the brackets of Iperf is the number of IperfSEdP flows u
X axis is the clock time value, a number larger than 24 is the time next day.

TABLE I parameters—the probing packet size and the number of probing
MEASUREMENT TIME packets (packet train length).
Path ID IGI/PTR (s) Pathload (s) Ratio({FH/ 52 %) ; ;
(5%, median, 95%) | (5%, median, 95%) median A. Probing Packet Size
1 (1.60, 2.05, 6.27) | (14.98, 30.56, 31.03) 13.22 To study the impact of the probing packet size on the mea-
2 (0.58,0.73, 1.56) | (13.67, 15.37, 31-811) gg-gg surement accuracy of the IGIl and PTR algorithms, we conduct
431 Eg'i;’ 3';;’ 8;2 ((171'575é 1132‘1276’ ]142'976)) 23,48 experiments on two Internet paths, using probing packet sizes
5 (0.78. 0.80, 0.83) | (15.58, 15.86, 16.55) 19.75 ranging from 100 to 1400 Byte. We repeat each individual mea-
6 (0.62, 0.80, 1.20) | (49.07, 56.18, 62.24) 70.08 surement 20 times. The entire experiment takes about 1 h. On
7 (0.51, 0.51, 0.67) | (14.01, 22.40, 28.51) 45.94 the assumption that Internet path properties do not change much
8 (101,1.02,1.27) | (27.57, 31.51, 47.62) 27.80 on the scale of hours [25], we would expect all measurements
9 (0.24, 0.30, 0.30) | (15.35, 16.14, 27.66) 65.81 o h il it
10| (127,127, 1.50) | (2095, 21.04, 21.77) 16.50 0 have very similar resuit. _
11 (1.03, 1.10, 2.03) | (19.97, 25.78, 38.52) 23.45 The first Internet path we use is from NWU to CMU. It has a
12 (2.17, 2.32, 3.60) | (19.24, 21.54, 42.00) 9.20 path capacity of 100 Mb/s. The measurement results are shown
13 (110, 1.11, 1.13) | (1224, 12.76, 47.22) 11.24 in Fig. 13(a) and (c) shows how the available bandwidth mea-
Geometric Mean 26.39

surements change with the probing packet size. The available
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Fig. 13. 1Gl and PTR measurements with different probing packet sizes on two Internet paths. Graphs (a) and (b) show the final available bamétedth esti
Graphs (c) and (d) show the gap convergence for individual measurements. atig is the initial source gap, and thyeaxis is the gap difference, i.e., the
destination (output) gap value minus the source (input) gap value. The points marked with circles are the turning points where the final estorrgiatedre

bandwidth measured using a TCP bulk data transfer (basedsomed bulk throughput. We conjecture that this is a result of the
the method discussed in Section VI) is 64 Mb/s. The packet sizgggressiveness of the probing packet train flow. Probing flows
that result in the closest estimates are 500 and 700 Byte. moth larger packets are more aggressive than probing flows with
smaller packet sizes, both methods underestimate the availaeller packets, so they “observe” a higher available bandwidth.
bandwidth by a significant margin. For larger probing packéthe packet size distribution on Internet has clusters around 40,
sizes, the two methods overestimate the available bandwidth3g0, and 1500 Byte [26], so a flow with only 1200 or 1500 Byte
a much smaller amount. packets, for example, is more aggressive than average. A TCP
There are at least two reasons why small probing packet si£é#k data transfer is likely to use mostly maximum-sized packets
can result in high errors in the available bandwidth estimatiof500 B in this case), but its dynamic congestion control be-
First, as illustrated in Fig. 13(c), at the turning point the gapavior reduces how much bandwidth it can use.
value is proportional to the packet size. This means that withThe second experiment is on the path from CORNELL to
small packet sizes, we will have small gaps, especially if t#éMU. The results are summarized in Fig. 13(b) and (d). The
available bandwidth is high, as is the case for the NWU to CMlink capacity of the bottleneck link is only 10 Mb/s, as opposed
path. The resulting probing train is more sensitive to the bursté 100 Mb/s for the NWU to CMU path. As a result, the
ness of the competing traffic. The graph for 100 Byte probirayailable bandwidth is significantly lower. The results confirm
packets in Fig. 13(c) confirms this: the gap difference does rnibe main results of the measurements for the NWU to CMU
converge as nicely as it does with larger probing packets. Tpath. First, the available bandwidth estimates increase with the
second reason is that the small gap values that occur with smltket size. Second, since the available bandwidth is much
probing packets are harder to measure accurately, so measp#@er, we are seeing fairly smooth convergence of the gap
ment errors can affect the result significantly. Gap values on thgference, even for small probing packet sizes [Fig. 13(d)].
order of 10us are hard to generate and measure accurately, €fally, even though we observe nice convergence, the bursti-
pecially for user-level applications. ness of the competing traffic does affect the probes with small
It is less clear why with larger probing packets, the availabfgackets more than the probes with larger packets. For the
bandwidth estimates further increase and in fact exceed the mi&- algorithm, the results with 100 Byte probing packet are
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Fig. 14. Performance with packet trains of different lengths.

suspicious and have a large variance. Because the I1Gl algorithririg. 14 shows the cumulative distribution function (CDF)
uses the changes in individual gap values instead of the averafjthe estimated available bandwidth using IGI (top), and the
packet train rate (as used by PTR), it is more sensitive to smallmber of probing phases needed to converge on the turning
changes in gap values, for example as a result of bursty traffieint (bottom). The distributions for the PTR measurement are
or traffic on nonbottleneck links. We discuss this point in morgimilar and are not included here. Each graph has five curves,
detail in Section VIII. corresponding to five different packet train lengths: 8, 16, 24,
Our conclusion is that in general, average-sized probidg, and 64. First, we observe that shorter packet trains need
packets of about 500 to 700 Byte are likely to yield the mosgore phases to converge, which we had already conjectured ear-
representative available bandwidth estimate. Smaller packet. The measurements also show, again not surprisingly, that
sizes may underestimate the available rate and may be m@perter packet trains result in a wider range of available band-
sensitive to measurement errors, while larger probing packégdth estimates, as shown by a CDF that is more spread out.
sizes can overpredict the available bandwidth. The reason is that the competing traffic (and, thus, the avail-
able bandwidth) is bursty, and since a shorter packet train cor-
responds to a shorter sampling interval, we are seeing a wider
B. Packet Train Length and Number of Probing Phases range of estimates. Note, however, that as the packet train length
increases, the impact of the packet train length on the distribu-
The packet train length has a large impact on the cost of tién of the bandwidth estimates becomes smaller, i.e., the esti-
PTR and IGI algorithms, since it affects both the number @fiates converge on a specific value.
packets that are sent (i.e., the load placed on the network) angt is interesting to compare the results for the two paths. For
the probing time (i.e., the latency associated with the probifige NWU to CMU path, changing the packet train length has a
operation). Another important parameter, the number of phasggly significant impact on the distributions for both the avail-
needed to converge on the best initial gap value (the turniggle bandwidth and the phase count. In other words, increasing
point), is tied very closely to the packet train length. Intuitivelfthe packet train length helps in providing a more predictable
shorter packet trains provide less accurate information, so meggilable bandwidth estimate. Using longer trains is also “re-
phases may be needed to converge on the turning point. For thi§ded” with a reduction in the the number of probing phases.
reason, we will study the packet train length and the number@fcontrast, for the CORNELL to CMU path the CDF functions
phases in the IGI/PTR algorithm together. for both the available bandwidth and phase count are fairly sim-
In Section 1V, we mentioned that trains of 60 packets worikar for train lengths of 16 packets or more. The reason is that
well. In this section, we experimentally evaluate how much we competing traffic on this path is not as bursty as that on the
can reduce this number without a significant loss in accuradyWwU to CMU path.
We conduct experiments over the same two Internet paths a3 he difference between the two paths raises the question of
in the previous section, i.e., NWU to CMU and CORNELL tavhat packet train length we should use for available bandwidth
CMU. For each path, we use packet trains of different lengthsestimation. Clearly, the most appropriate train length depends
estimate the available bandwidth. The measurements take almuthe path. For the NWU to CMU path, we probably would
two hours. Since the available bandwidth over the Internetwsant to use a fairly large value (32 or 64 packets), while for
fairly stable [25], we do not expect the available bandwidth tihne CORNELL to CMU path, a train length of 16 packets is
change significantly during the 2-h period. The measuremesisfficient. Since the difference between the paths appears to
with different train lengths are also interleaved to further redut® caused by the burstiness of the traffic, we decide to use the
any possible bias toward a specific train length. changes in the packet gaps to characterize the burstiness of the
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Fig. 16. Simulation configuration. Ps and Pd are used for probing. C1s, C1d,
C2s, C2d, C3s, and C3d are used for the competing traffic generation.
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competing traffic. Specifically, we define tielative burstiness
as

available bw measul
.y n w S w
{—

1 | | I I L 1
2 4 6 8 10 12 14 16 18 20
pre-bottleneck competing traffic C1 (Mbps)

o

i=2 Fig. 17. Pretight link effect. Herél is the bottleneck link capacity, arfg,
is the tight link capacity.

relative_burstiness =

' ~ the bottleneck link, and what are the implications for the IGl and
whereg; (1 < i < N) are theNV gap measurements of a probing>TR method? Second, how does the competing traffic on links

train. other than the tight link affect the accuracy of the algorithms?
Fig. 15 shows the relative burstiness of the IGI measurements

at the turning point for the two paths and for the different packgt Tight Link Is Not the Bottleneck Link

train lengths. We record the detailed gap values at the turninthen the tight link and the bottleneck link are different, the
point for 65 measurements (around 20% of the measureme '

. . é?) model shows that the 1GI algorithm should usefaeand
collec'_ced)_. T_h_e relat|v_e burstiness for the path from NWU th values for the tight link when estimating the available band-
CN:II\EAIEJL 'tsosé':gl\;:gcﬁ:ger;'t?:;;:;aug;h?;éor;hjtg?;r g;m_gfcii/\t/idth. Unfortunately, tools such as bprobe only estimate the ca-

: o S ~pacity of the bottleneck link. This will have an impact on the
probing Fralps do not follow this trend. We §uspect that eig Ecuracy of the method. Note that PTR does not us&thand
packets is s_|mply not long enough to geta reliable measuremggtvalues explicitly, so it will not be affected by this tight link
(note the wide spread). :

issue
These results suggest that we can reduce the cost of problnﬂ1

b . S22 . the remainder of this section, we will use ns2 [27] sim-
y dynamically adjusting the Iength of the packet train. Fpr Sation to evaluate the accuracy of both algorithms in this sce-
ample, we could use a pa_cket train of 32 packets for the f|rst_f rrilo. While simulation has the drawback that it leaves out many
phases and use the burstiness results of those phases to ad]u% Mvorld effects, it has the advantage that we can study topolo-
length of later packet trains. We decide not to do this becau 1s that are diffiéult or impossible to build.,

as the results in Table 1l show, the IGI/PTR algorithm is alreal

: L . We use the simulation topology shown in Fig. 16, using 20,
quite fast. The distribution of the probing phase counts shovj{a and 20 Mb/s for the link cr:)apagc)iltiesx, Y anng, respectigvely.

that 80% of the_measgrements only need 4_6 pha_ses _to G ‘changing the competing loads C1, C2, and C3 we can change
verge to the turning point, o the corresponding probing time e tight link of the path and also change the level of traffic on

around 4-6 RTTs. Dynamically adjusting the packet train Iengﬁ ks other than the tight link. The probing packet size used in

is, thus, not likely to have a large impact on the probing tim e simulation is 700 Byte and the probing packet train length

Of course, we could make the burstiness information availak? e60 The competing traffic consists of CBR UDP traffic. Note
to users so they can know how variable the available bandW|q t by picking link capacities that are fairly close, the avail-

is likely to be for short data transfers. able bandwidths on different links are likely to be close as well,
which is a challenging case.
In the first set of simulations, we set C2 to 3 Mb/s and change
The IGl and PTR algorithms are based on the gap model p&t from 0 to 19 Mb/s. When C1 is in the range 0-13 Mb/s,
sented in Section llI. It is derived for a simple single-hop nethe bottleneck linkR2, R3 is also the tight link, but when C1
work, or more generally, for a network in which the bottlenecfalls in 13—19 Mb/s, the tight link i$R1, R2. Fig. 17 presents
link is the tight link and the effect of all other links can be igthe simulation results. We see that when the bottleneck link is
nored. In this section, we use simulations to study more gezgual to the tight link( < C1 < 13 Mb/s), the 1GI method
eral multihop networks. Specifically, we address two questioreccurately predicts the available bandwidth, as expected. When
First, how should we interpret the model if the tight link is notR1, R2 is the tight link, we show the |Gl estimates based on the

VIIl. M ULTIHOP EFFECTS
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available bw measurement (Mbps)
[

Bo andgp values for both the tight (“0” points) and bottleneck
links (“X” points). We see that the results using the tight linl e 2
values are much closer. The error is the result of interferen StoM nkbw G3 (Mbps) oo
from comp_e_tlng traffic on the “I’!Oﬂtlght" link, as we discuss Ir]:ig. 19. Combined pretight and posttight link effects with 20 Mb/s pretight
more detail in the next subsection. and posttight link capacities.

Next, we run a similar set of simulations, but we now keep
C2 fixed to 3 Mb/s and change the competing traffic C3 from O
to 19 Mb/s. The tight link switches frofR2, R3 to (R3, R4
when C3 goes above 13 Mb/s. Fig. 18 shows that the resy

are similar to those in Fig. 17: when th? tight link is not th‘?owing the tight link. We observe that while PTR is still accurate,
bottleneck link {3 < C3 < 19 Mb/s), using theBy andgp the IGI accuracy suffers

values for the tight link gives a more accurate prediction for The different impact on IGI of competing traffic in links up-

the available bandwidth on the path. However, the results wh : : .
0 < C'3 < 13 Mb/s are less clear than for the pretight link Casgt?eam and downstream of tight link can be explained as follows.

in Fig. 17, we will explain it in the next section hanges in gap valut_es bgfore the tight Iipk willreshapedy _
In I.:igs, 17 and 18, we also plot the corr.esponding PT, efouterwhph thg tlghtllnkconne.cts W|th,anq th? competlng
: ! : ) T,lf'fIC on the tight link ends up having the dominating impact.
values. The PTR estimates are almost identical to the | contrast, any changes in gap values that are caused by traffic
estimates that use thBo and gg values for the tight link. '

. o on links following the tight link will directly affect the available
The reason is that the PTR formula does not explicitly use aBY¥ndwidth estimates, so they have a larger impact. Since IGl is

information about the tight link capacity. N ; o i
The fact that the IGI algorithm uses the capacity of the tigﬁﬁiizdtg?h?;oéggge grain information than PTR, it is more sen

link explicitly is a problem because we only have techniques forIn Fig. 19, we show the available bandwidth, as estimated

identifying the link capacity of the bottleneck link, not the tigh IGI, when there is significant competing traffic on both the

link. In practice, this is not I|ke_ly tobea problc_am: we expect thzqﬁnks before and after the tight link. The actual available band-
on many paths, the access link from the client network to tr\}\(ﬁdth is 7 Mb/s for all data points. It is determined by litiR2

Irrfga\évl;l::riebr:)t;hi;hgebcct)it(tnlr?Q/elccl:(oi?i?n:htﬁigght link. Our Interne&3>, which has 10 Mb/s capacity and 3 Mb/s competing traffic

' (C2). The results confirm the above observation. Even signifi-
cant competing traffic before the tight link has almost no impact
on the accuracy: the curve is basically flat along @eaxis.

In a multihop network, each link will potentially affect theCompeting traffic after the tight link does, however, have an ef-
gap value of a packet pair or packet train, so we have to ééct and, not surprisingly, its impact increases with the level of
fectively concatenate multiple instances of the single-hop gapmpeting traffic.
model. Such a multihop gap model is hard to interpret. How- Note that the above simulations results are designed to
ever, it is fairly easy to see that it is the link with the loweshighlight a particularly challenging case. In practice, it is
unused bandwidth (i.e., the tight link) that will have the largesiot common to have links with capacities and/or available
impact on the gap at the destination. The intuition is as followmsandwidths that are this similar. In such cases, the effect of
On links that have a lot of unused bandwidth, the packets of tbempeting traffic on other links is very minimal. For example,
probing flow are likely to encounter an empty queue, i.e., these run a set of simulations similar to those described above,
links will have a limited impact on the gap value. Of coursequt with the (R1, R2 and (R3, R4 set to 100 Mb/s instead
these links may still have some effect on the gap values, as 8fe20 Mb/s. The capacity ofR2, R3 and it competing traffic
analyze in this section using the simulation results from the priéroughput (C2) keep to be 10 and 3 Mb/s, respectively, i.e., the
vious section. available bandwidth is still 7 Mb/s. The results are shown in

The results in Fig. 17 fob < C'1 < 13 Mb/s show that both Fig. 20. We see that the IGI method gives accurate results—the
IGI and PTR are very accurate, even when there is significanean value for the data points in this figure is 7.24 Mb/s,
competing traffic on a link preceding the tight link. Interestingnd the standard deviation is 0.10 Mb/s. The fact that IGI and
enough, the second set of simulations show a different res®TR typically produce very similar estimates in our Internet

pretight link bw C1 (Mbps)

he results in Fig. 18 fob < C3 < 13 Mb/s correspond to
2 case that there is significant competing traffic on a link fol-

B. Interference From Traffic on “Nontight” Links
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Clearly, measurement errors on the destination side will have
a more significant impact since they will directly change the gap
values that are used in the IGl and PTR formulas.

IX. CONCLUSION

In this paper, we present a simple gap model that captures
how competing traffic on a network link affects the gap value of
packet pairs and packet trains. The gap model helps us identify
under what conditions packet pairs probing yields useful infor-
mation about the available bandwidth along a path. It also shows
that the key to get useful measurements is to control the initial
gap of the packet train. The most accurate results are obtained
posttight bw C3 (Mbps) 00 pretight bw C1 (Mbps) when the average output gap at the destination equals the av-

erage initial gap at the source.
Fig. 20. Combined pretight and posttight link effects with 100 Mb/s pretight g 9ap

available bw measurement (Mbps)

and posttight link capacities. We design two techniques for estimating available bandwidth
based on the gap model. The IGI algorithm uses the information
o7 ‘ , , , , , about changes in gap values of a packet train to estimate the
S 06 1 competing bandwidth on the tight link of the path. The PTR
§ 0sf ? method uses the average rate of the packet train as an estimate
2 04t 1 of the available bandwidth.
3 03t ] We compare the estimates of the IGI and PTR algorithms
£ o2 1 with Pathload estimates and measured TCP throughput on the
20T 7 Internet. The results show that all three methods (IGl, PTR, and
8 % 02 o4 o8 o8 1 12 14 1s 18 2 Pathload) have a similar measurement error: in most cases the
il gap eror bound p (me) error is less than 30%. IGI and PTR typically finish in under 2 s
Fig. 21. Impact of initial gap error. while Pathload takes a lot longer. An analysis of the algorithm

properties provides suggestions on how to choose the probing
cket size and the probing packet train length in order to

achieve the best measurement accuracy with the least overhead.
In the last part of this paper, we use simulations to study the

dynamics of the methods in networks with significant traffic on

multiple links along the path. We show that the IGI method loses
Another factor that can reduce the accuracy of the IGI angcyracy if the tight link is not the bottleneck link, or if there is

PTR algorithms is the measurement errors in the gap valuggynificant competing traffic on links following the tight link.
There are two types of gap measurement errors: the errors inénpeting traffic before the tight link has, however, little im-
initial gap value generated by the source host and the Mmeasi&et on the accuracy. Since the PTR method does not make
ment errors in the final gap value measured on the destinatigék of the detailed changes in the gap values in the probing
hOSt-. ) packet train, it is much less sensitive to the presence of traffic
To illustrate the effect of source gap generation error, we U8R |inks other than the tight link. These results suggest that the

the topology shown in Fig. 16, with X, Y, and Z set to 20, 10pTR method is the preferred method for estimating available
and 20 Mb/s, respectively. The flow C2 is the only competingzdwidth.

flow and we change its throughput in the range of 0-9 Mb/s. For
each experiment, the initial gag,() is incremented by arandom

experiments shows that the results in Fig. 20 are much m
typical than the worst case results in Figs. 17 and 18.

C. Timing Errors
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