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Abstract. This paper argues that for many algorithms, and static analysis algorithms in particular,
bottom-up logic program presentations are clearer and simpler to analyze, for both correctness and
complexitythan classical pseudo-code presentations. The main technical contribution consists of two
theorems which allow, in many cases, the asymptotic running time of a bottom-up logic program to
be determined by inspection. It is well known that a datalog program ru@gnf) time wherek is

the largest number of free variables in any single rule. The theorems given here are significantly more
refined. A variety of algorithms are presented and analyzed as examples.
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1. Introduction

This paper presents two theorems that place upper bounds on the running time of
bottom-up logic programs. The association of a running time with a logic program
allows the program to be viewed as specifying a particular algorithm. This paper also
argues that the ability to easily assign running times to bottom-up logic programs
makes logic programs a useful general framework for expressing and analyzing
static analysis algorithms. This position is supported through a variety of examples
of static analysis algorithms expressed and analyzed as logic programs.

1.1. LOGICPROGRAMS ASALGORITHMS.  In many cases bottom-up (or forward
chaining) logic programs are clearer than programs involving classical iteration and
recursion control structures. Consider transitive closure. A bottom-up logic program
for transitive closure can be given with the single Big, y) A P(y, z) — P(X, 2).

We can view this rule as a program where the input is a “graph” represented as a
set of assertions of the fori(c, d) and the output is the set of assertions derivable
from the input using the rule, thatis, the transitive closure of the input. The inference
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rule is arguably the clearest and most concise possible definition of the notion of
transitivity—the program itself is arguably the clearest possipkxificatiorof the
desired output.

More generally, given an initial databaBeof ground atomic formulas and a set
R of first-order Horn clauses, we consider the deductive cloR(E), that is, the
set of all ground atomic formulas derivable from the “premisesDimsing the
“rules” in R. In general we think of a given rule sBas a program, the premise
setD as the input to that program, and the deductive clof{i2) as the output.

One of the most fundamental properties of an algorithm is its running time. Here
we are interested in the time required to compute the olRpDN) as a function of
the size (or other proerties) of the inpgDt There is one well-known result on this
running time for the special case wheRds range-restricted and datalog, that is,
every variable in the conclusion of arule appears in some antecedent of that rule and
no rule inR involves function symbols other than constant® I§ range-restricted
and datalog theR(D) is always finite (for finiteD) and R(D) can be computed in
O(nX) time wheren is the number of terms iB andk is the maximum over all rules
in R of the number of variables in that rule. In the range-restricted datalog case,
one can comput®(D) in the time given by this variable counting bound simply
by constructing all instances of all rules over the termBiand then applying the
well-known linear time algorithm for the deductive closure of a set of ground Horn
clauses [Downing and Gallier 1984]. The transitivity rule above is range-restricted
and datalog. So the variable counting bound implies that transitive closure can be
computed inO(n3) time wheren is the number of nodes in the input graph.

Although the variable counting bound gives an approriate analysis for the single
transitivity rule, it turns out that variable counting is too crude for most algorithms.
A more efficient transitive closure algorithm for sparse inputs consists of the two
rules EDGEX, y) — PATH(X, y) and EDGEX, y) A PATH(y, z2) — PATH(X, 2).

Note that the more efficient program has fewer ways of instantiating the antecedents
of the transitivity rule. Let be the number of input edges andbe the number of
nodes. In the more efficient program there @nestances of the first antecedent of

the transitivity rule and, for each such instance, at masays of filling in the final
variable. This gives at mosinways of filling in the left-hand side of the rule. The

run time theorem given in Section 3 implies that the more efficient program runs
in O(en) time rather than th®(n®) time predicted by variable counting.

As another example consider context free parsing. We can take the input to be a
context-free grammar in Chomsky normal form and a string of terminal symbols.
The grammar can be represented by a set of assertions of theAfesnBC and
A = awhereA, B, andC are nonterminal symbols amads a terminal symbol. We
can represent the string by a set of assertions of the $peaa, which states that
theith symbol in the string is the terminal symtalNow consider the following
program for context-free parsing:

X=y X=YZ

s=Yy Y=15

X =S Z = Sj+1k
X =Sk

This program computes all assertions of the féxm> s ; where the nonterminal
X generates the strirgy- - - s;. As in the case of transitive closure, it can at least be
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argued that the rules themselves are the clearest possible formal specification of the
desired output. Note that jG| is the number of productions in the grammar and

n is the length of the input string then there are 06lfG|n3) provable instances

of the triple of antecedents in the second rule. The run time complexity theorem in
Section 3 implies that the run time of this algorithmQg|G|n®). Note that simple
variable counting would yiel®(n®) since the second rule involves the six variables
X,Y, Z,i, j, andk. This is a logic program presentation of the Cocke-Kasimi-
Younger (CKY) algorithm for context-free parsing.

1.2. APPLICATIONS TOSTATIC ANALYSIS. After presenting the general runtime
theorems, this paper focuses on the application of these thoerems in the area of static
analysis—analysis done by compilers or other tools for manipulating software that
determines properties of the computer program being manipulated. For example, an
optimizing compiler can often determine that, at a certain point in the program, the
current value of a certain variable will not be used again. If the value of a variable is
being stored in a register, and that value is no longer needed, then the register can be
overwritten without storing its current value back into memory or onto the program
stack. Determining that the value of a variable is no longer needed is tadladss
analysis Liveness analysis is “static” in the sense that it is performed at compile
time rather than run time—liveness is determined by examining the (static) text
of the program without relying on any (dynamic) execution. This paper presents a
variety of static analysis algorithms as bottom-up logic programs. In most cases the
programs (inference rules) are arguably the clearest possible specification of the
computed output. Furthermore, the running time associated with these programs by
virtue of the general run time theorems is either the best known or within a polylog
factor of the best known.

1.3. OvERVIEW. Section 2 surveys related work from a variety of fields.
Section 3 presents the first run time theorem and some basic examples. Sections 4, 5,
and 6 present, respectively, liveness analysis, data flow analysis, and flow analysis
(both data and control) in the lambda calculus. Section 7 presents a run time theo-
rem for an extended bottom-up programming language incorporating the union-find
algorithm. Sections 8 and 9 present unification and congruence closure algorithms,
respectively. Section 10 presents a variant of Henglein’s algorithm for typability in a
version of the Abadi-Cardelli object calculus [Henglein 1999]. This last example is
interesting for two reasons. First, the algorithm is not obvious—the first published
algorithm for this problem used a®(n®) dynamic transitive closure algorithm
[Palsberg 1995]. Second, Henglein’s presentation of the quadratic algorithm uses
classical pseudo-code and is fairly complex. Here we show that the algorithm can
be presented naturally as a small set of inference rules whose running time is easily
derived from a general run time theorem for logic programs.

2. Related Work

Bottom-up logic programming has been widely studied in the context of deductive
databases [Vardi 1982; Ullman 1989; Naughton and Ramakrishnan 1991; Ullman
and Ramakrishnan 1995]. The basic idea in deductive databases is to extend the
notion of a database query to include recursion. For example, given a database
with a parent relation one might ask for all ancestors of a given person where
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an ancestor is either a parent or an ancestor of a parent. The recursive definition
of “ancestor” can be viewed as the rules PARENT{) — ANCESTORK, y)
and PARENTK, y) A ANCESTOR/, z) — ANCESTOR(, z). To evaluate the
recursive query, one can compute the “intentional” ancestor relation from the “ex-
tensional” parent relation stored in the database. Computing the intensional relation
is formally equivalentto computing a deductive closure as discussed in the introduc-
tion. Various optimizations for computing deductive closures have been developed
in the database literature. There are three basic differences between the work pre-
sented here and optimization methods developed for deductive databases. First,
databases are typically stored in large disk files and much of the work on optimiza-
tion for deductive databases assumes that the deductive closure is to be computed
using “set-based operations” that optimize the data access-time, that is, the time
spent waiting for the disk head to reach the position on the disk where the data is
held. Here we assume that data is stored in memory so that all data can be accessed
efficiently. A second difference is that many of the deductive database optimizations
involve rewriting the deductive rules into logically equivalent rules which are in
some way more efficient. For example, rearranging the order of the antecedents of a
rule can dramatically change the size of the intermediate relations representing the
various prefixes of the antecedents. In the terminology used here, the number of pre-
fix firings is sensitive to the order of the antecedents. Here we assume that the rules
are being used to expressalgorithmand that the algorithm designeris aware of the
running time implication of the particular way the rules are written. Here we focus on
providing the programmer with a clear conceptual model of the running time of a set
of rules and then rely on the programmer to write efficient rules. A final difference is
that much of the work in deductive databases concerns constructing indexes to make
certain forms of data access more efficient. Here indexing is hidden in the proofs of
run time theorems—the theorems provide the programmer with a model of running
time which frees the programmer from having to think about indexing issues at all.

Bottom-up logic programming is also closely related to “memoing” or “tabling”
for prolog programs [Tamaki and Sato 1986; Sagonas et al. 1994; Chen and Warren
1996]. In tabled prolog, inference rules are still run in a backward chaining manner
but subgoals are placed in a “memoing table” so that, for example, a backward
chaining interpretation of the transitivity rule is still guaranteed to terminate. It
is well known that the tabled top-down execution of logic programs is closely
related to the bottom-up execution of logic programs. The so-called magic-sets
transformation can convert any given “top-down” logic progr&mnto a logic
programP’ such that the bottom-up execution®fsimulates the tabled top-down
execution ofP [Bancilhon et al. 1986; Rohmer et al. 1986; Ullman 1989]. As in the
case of deductive databases, the research on tabling methods for prolog execution
has focused on methods for optimizing the execution of programs, while here we
assume that programmers can write efficient programs provided that they have a
clear model of execution time.

In addition to work in the general area of bottom-up logic programming, there
is considerable work related to the particular example algorithms given in this
paper. The relation between inference rules and parsing algorithms has been noted
by a variety of researchers [Pereira and Warren 1983; Shieber et al. 1995; Rocio
and Lopes 1998; Eisner and Satta 1999]. By providing a simple model of the
running time of logic programs, the run time theorems presented here simplify the
complexity analysis of a variety of parsing algorithms. The use of bottom-up logic



516 MCALLESTER

programming for program analysis has also been noted by several program analysis
researchers [Ullman 1989; Reps 1994]. The contribution of this paper lies in the
two run time theorems which provide a simple characterization of the running time
of logic programs.

Two paradigms other than logic programming have achieved wide recognition
as useful general frameworks for static analysis—abstract interpretation [Cousot
and Cousot 1977] and set constraints [Aiken et al. 1994; Heintze and Jaffar 1990a,
1990b]. In all cases the frameworks are sufficiently flexible that it is often possible to
view a single analysis, such as liveness analysis, within each of the frameworks, that
is, as a special case of abstract interpretation, as a special case of set constraints, or
as an algorithm expressed as a logic program. It does not seem possible to formally
prove that one of these frameworks is superior to the others. As a Turing complete
programming language, logic programs can in principle subsume any other pro-
gramming formalism. But as a practical matter it is not immediately obvious what
fraction of useful static analysis algorithms are best viewed as logic programs. This
paper makes a case for bottom-up logic programs as a useful foundation for static
analysis by presenting a series of examples.

3. A First Run Time Theorem

Formally, a bottom-up logic program is simply a set of inference rules where an
inference rule is simply a first-order Horn clause, that is, a first-order formula of
the formA; A -+ A A, = C whereC and each) is a first-order atom, that is, a
predicate applied to first-order terms (a first-order term is either a constant symbol,
a first-order variable, or a function symbol applied to first-order terms). Here we
consider only range-restricted rules, that is, rules in which every variable in the
conclusiorC appears in some antecedéntWe will use the ternassertiorto mean
a ground atom, that is, an atom not containing variables, and use thdatabase
to mean a set of assertions. For anyRef inference rules and any databd3ewe
let R(D) denote the set of assertions that can be proved from assertiBngsing
rules inR. This can be defined more formally with some additional terminology. A
ground substitution is a mapping from a finite set of variables to ground terms. For
any ground substitution defined on all the variables in an atofy we leto (A)
be the result of replacing each variaklen A by o (x). We say that a databageis
closed under rulé; A --- A A, — C if for any ground substitutios defined on
the variables in the rule, i (A1) € E, ..., 0(A,) € E theno(C) € E. The output
R(D) can be defined as the least database contaidiagd closed under all rules
in R. We view the seR as a program mapping inplt to outputR(D).

An inference rule can be viewed as nested iterations. Consider the following:

P(y) A QY. X) A R(X) = H(X,y). (1)

Consider the case where the input is a database consisting only of assertions involv-
ing the predicate®, Q, andR. The output consists of the input plus all derivable
applications of the predicatd. Intuitively, the rule iterates over assertions of the
form P(y) and, for each such assertion, iterates over the valuesuath thaQ(y, x)
holds and, for each such checks thaR(x) holds and, if so, assert$(x, y).

As the nested loop view might suggest, the order of the antecedents is important
when viewing inferences rules as algorithms. For example, consider the following
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rule which is logically equivalent to (1):

P(y) A R(X) A Q(y. x) — H(x, y). )

Rule (2) iterates over the assertions of the foRty) and then, for each such
instance, iterates over aflsuch thatR(x) holds, and for each suchchecks that
Q(y, x) holds. Now suppose there anevalues ofy satisfying P(y) and alson
values ofx satisfyingR(x), but for anyy there is at most one satisfyingQ(y, X).

In this case we might expect rule (1) to ta®é¢n) time and the logically equivalent
rule (2) to takeO(n?) time. If there were only on& such thatR(x) but for anyy
there weran values ofx satisfyingQ(y, x) (and stilln values ofy satisfyingP(y)),
then (1) would takéd(n?) time while rule (2) would také(n) time.

Note that for rule (2) the total number of iterations of the second loop equals
the number of values of andy such thatP(y) and R(x) are given in the input. In
general, any inference rule can be viewed as a set of nested loops where the number
of iterations of thenth loop corresponds to the number of ways of instantiating the
variables in the firsh antecedents. This leads to the following general definition:

Definition We define grefix firingin databasd: to be a triple(r, o, i) where
risaruleA; A---A Ay — C,1<i <n,and wherer is a ground substitution
defined on (only) the variables ify;, ..., A such thab(A;) e Eforl < j <i.
We let Pr(E) be the set of all prefix firings i of rules inR.

Inference rules can be recursive—it is possible that a rule derives an assertion
that leads to a new antecedent of that same rule. The algorithms in the introduction
are all recursive in this sense. While it is natural to view nonrecursive rules as nested
iterations, it is less obvious that this view is appropriate for recursive rules. The
first run time theorem can be viewed as stating that the nested iteration view applies
to recursive rules as well. Recall that a rule is range-restricted if every variable in
the conclusion appears in some antecedent. All rules discussed in this paper are
range-restricted.

THEOREM 1. For any range-restricted rule set R there exists an algorithm for
mapping any finite D to @) which runs in time @ D| + |Pr(R(D))|) assuming
unit time hash table operations.

The theorem allows for the possibility that the rules do not terminate, that is,
R(D) is infinite. For range-restricted rules, the only wR{D) can be infinite is if
Pr(R(D)) is also infinite. So ifR(D) is infinite, the theorem holds vacuously. The
more interesting case is whé&{(D) is finite. Note that by counting prefix firings,
rather than just full firings, the run time theorem captures the difference in efficiency
between rules (1) and (2) above.

Before proving Theorem 1 we show how it can be used to establish the run-
ning time of some particular logic program algorithms. Consider the transitive
closure algorithm defined by the inference rules EDGE] — PATH(X, y) and
EDGE(, y) A PATH(y, 2) — PATH(X, z). SupposeRr consists of these two rules
andD consists ok assertions of the form EDGE,(d) involving n constants. There
aree (prefix) firings of the first rule. For the second rule there epefix firings
for the first antecedent, and for each such firing there are atmfosigs of the of
the next antecedent. So the total number of prefix firing3(sn). Theorem 1 now
implies that the algorithm runs in tim@(en).
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As another example, consider the CKY parsing algorithm. In the following for-
mulation we assume that the input has been augmented with assertions of the form
SUCC(,i + 1) for each 1< i < n — 1 wheren is the length of the input string.
Logic programming and the run time theorem can be extended to handle arithmetic,
although we will not formally consider arithmetic here.

X=y X=YZ

s(i)=y Y = s(, j)

X = si,i) SUCC(., |')
Z = 5(j’,K)
X = s(i, k)

Let Rbe the above set of two rules, [Btbe a grammar in Chomsky normal form,
and letSbe an input string of length. Let D(G, S) consist of the assertions of the
form A = BCandA = ain G plus the assertions(i) = a and SUCC(,i + 1)
for 1 < i < n corresponding to the inpi8. We have thaR(D(G, S)) consists of
D(G, S) plus a set of assertions of the foln= s(i, j) with Aa nonterminal irG
andi, j € [1, n]. To determine the running time of this algorithm it suffices to bound
the number of prefix firings. Consider the left-hand rule. There are at|@pgstays
of instantiating the first antecedent. Each such instantiation fixes the valye of
and there are then at mastvays of continuing with an instantiation ofSo there
are O(|G|n) prefix firings of the left-hand rule. Now consider the right-hand rule.
Again there at mogiG| ways of instantiating the first antecedent. An instantiation
of the first antecedent fixes the valuesXgfY, andZ. Given an instantiation of,
there are at most® ways of instantiating and j . An instantiation ofj determines
the instantiation of’. Finally, there are at most possible instantiations &f, and
hence the total number of prefix firings@(|G|n°).

Theorem 1 is proved in two stages. First the original program is transformed to
a simpler program with only a constant factor expansion in the number of prefix
firings. This simpler program consists of rules with only a single antecedent, plus
rules of the formP(x, y) A Q(y, z) — C, wherex, y, andz are variables. After
performaning this transformation, an algorithm is given for computing deductive
closures of rule sets in this restricted format.

We first consider the transformation of an arbitrary program into a program in the
restricted form. If isaruleA;A Ao A - - - A Ay — C thenwe define the binarization
B(r) to be the following set of rules whergy, P, ..., P, are fresh predicate
symbols andks, ..., Xy, are the variables occurring in the filsantecedents. The
predicateP, represents the relation defined by the firahtecedents.

A]_ — Pl(Xl, ceey Xkl),
P]_(Xl, cees Xkl) A A — Pz(Xl, cees sz),

Poo1(X1, s X ) A An = Pa(Xa, .., X)),
Pn(X1, ..., X,) — C.
For arule seRwe defineB(R) to be the union of the seB(r) forr € R. We assume

that the predicate symbols introduced by transformations form a distinct class of
symbols and we let (E) denote the subset & not involving symbols introduced
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by transformations. The following lemma states the semantic correctness of the
binarization transformation:

LEMMA 2. If (D) = D, thatis, the input does not use the “fresh” predicates,
then RD) = n(B(R)(D)).

The proof of the above lemma can be done by two inductions on the length of
logic program derivations—the first showiiR{D) < 7 (B(R)(D)) and the second
showingz (B(R)(D)) € R(D). The details are omitted here.

A more interesting property of the binarization transformation is that it preserves
the number of prefix firings up to a multiplicative factor. More specifically, we have
the following:

LEMMA 3. If 7(D) = D then we have the following:
|Per) (B(R)(D))I = 2|Pr(R(D))I.

PROOF The assertions of the forR (xy, ..., X ) are in one-to-one corre-
spondence withPr(R(D)). For each assertioR (x1, ..., Xk ) there are exactly
two prefix firings of B(R)—the firing of all antecedents in the rule that generates
P (x1, ..., X) and the prefix firing of the first antecedent when this assertion is
used as an antecedent. All prefix firingH(R) are either generations of, or uses of,
some assertion of the fori (xy, . .., X ). Hence there are exactly twice as many
prefix firings of B(R) as there are oR. [

Lemmas 2 and 3 imply that without loss of generality we can assume that all
rules inR contain at most two antecedents. Now assuming Riatbinary in this
sense, we define an “indexing transformation” as follows. For anyrruligh two
antecedent®\; A A, — C we definel (r) to be the following set of rules where
X1, ..., Xp are all variables occurring iA; but notA,, y1, ..., ym are all variables
that occur in bothA; and A,, andz, . .., z are all variables that occur i, but
not A;. The predicate®,, P,, andQ, and the function symbol$, g, andh are
all fresh.

Al — Pl(f(X].? ceey Xn)7 g(yl9 ceey ym))’
AZ - PZ(g(ylv B Ym)v h(zl’ cees Zk))’

P]_(X, y) A PZ(y’ Z) - Q(X’ Y, Z)’

Q(f (X1, ..., %n), 9(Y1, ..., Ym), h(z1, ..., 7)) — C.

For a rule seR in which no rule has more than two antecedents, we défiRgto
consist of all single-antecedent rulesRrplus the union of all rule setqr) where

r is a two antecedent rule iR. We first have the following correctness lemma,
whose proof we omit:

LEMMA 4. If 7(D) = D and all rules in R have at most two antecedents, then
R(D) = = (1 (R)(D)).

More significantly, we also have the following:

LEmvmA 5. If (D) = D, and R is range-restricted, then then we have the
following:

|PiR (I (R)(D))| < 2IRIID| + (2IRI + 3)|Pr(R(D))!.
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Algorithm to Compute R(D):

Initialize E to be the empty set. Mark every elementp&nd initialize the queu® to containD.

While Q is not empty:

1. Remove an elemedt from Q.
2. Addo to E.
3. For each single-antecedent rdle—> C in R determine whether there is a substituttosuch
thato (A) = @. If so, assers (C) as described below.
4. For each two-antecedent rube(x, y) A Px(y, Z) — C do the following:
4a. If @ has the formPy(t;, t;) then for eachtz such thatE containsP,(ty, t3) asseris (C)
wheres mapsx tot, y tot,, andztots.
4b. If ® has the formP,(t,, t3) then for each; such thatE containsPi(ty, t,) asserts (C)
whereo is defined as in 4a.

Procedure for AssertingW:

1. If ¥ is already marked do nothing.
2. Otherwise, markl and add¥ to Q.

Fic. 1. The algorithm underlying Theorem 1.

ProOOF.  Each prefix firing ofl (R) is either a firing of a single-antecedent rule,
and hence is also a firing of a rule R or is a firing of a rule of the form given
above in the definition of the transformatidnThere can be at mostR||R(D)]
firings of the rules that generate assertions of the 8, y) and P,(y, z). The
rules that generat®(x, y, z) have two antecedents. A firing of the first antecedent
corresponds to a firing of the first antecedent in the original ruRamd a firing of
both antecedents corresponds to a firing of both antecedents in the original rule in
R. Hence there can be at mg&ik(R(D))| prefix firings of the rules that generate
the assertion®(x, y, z). Finally, each firing of a rule that uses an assertion of the
form Q(x, y, z) as an antecedent corresponds to a firing of an original rule. Hence
the total number of prefix firings can not be larger thaR§R(D))| + 2| R|| R(D)|.

For range-restricted rules, we have tha{D)| < |D| + |Pr(R(D))|, which now
yields the lemma. [

Lemmas 4 and 5 now allow us to assume without loss of generalityRhat
consists of single-antecedent rules plus rules of the féifr, y) A Px(y, 2) — C.
Under these assumptions, we can use the algorithm shown in Figure 1 to compute
R(D). Theorem 1 now follows from the following two lemmas:

LEMMA 6. If R is range-restricted and ) is finite then the algorithm ter-
minates with E equal to ().

PROOF SinceR is range-restricted, an® contains only ground atoms, the
algorithm never asserts an open atom, that is, one containing variables. The algo-
rithm maintains the invariant that all assertionsdror on Q are in R(D). Since
the algorithm never places the same assertioQawice, if R(D) is finite then the
algorithm must terminate. When the algorithm terminates, the final valdewdst
be a subset oR(D). The algorithm also maintains the invariant that every atom in
D or derivable in one step frorg is either inE or on Q. This implies that when
Q is emptyE containsD plus all derivable assertions. Hence, when the algorithm
terminateskE containsR(D). [J
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LEMMA 7. If R is range-restricted, and ®) is finite, then the algorithm
can be run to completion in @D| + |Pr(R(D))|) time assuming unit time hash
table operations.

PROOF. Throughout the proof we assume that all terms and atoms are
interned—the same expression is represented by a data structure at the same loca-
tion in memory—and that equality testing can be done in unit time by checking
pointer equality. This allows one to determine whether a given ground term matches
a given “pattern” term, possibly with repeated variables in the pattern term, in time
proportional to the size of the pattern term. Interning also supports unit time mark-
ing and checking for the presence of marks. We assume constant time hash table
operations so that applying a substitution to a pattern term can be done in time
proportional to the size of the pattern term.

The initialization step takes time proportional|@|. For range-restricted rules
we haveg R(D)| < |D|+ |Pr(R(D))|, so it suffices to show that the running time is
O(IR(D)| + |Pr(R(D))]). There is one execution of steps 1 and 2 for each element
of R(D), and each execution takes unit time. Step 3 involves an iteration over rules
in R. For a given ruleA — C and a given ground atomr, one must determine if
there exists & such thatl = o (A). As mentioned above, this can be done in time
proportional to the size of the atof If such ao exists, it can be computed in time
proportional to the size oA. The size ofA is a constant determined by the rule set
and independent ¢9D| or |Pr(R(D))|. As mentioned above, under the assumptions
used here computing(C) takes time proportional to the size @fand hence is
also O(1). The time spent in a single call to the assert procedure is@{49.
Hence the time to process a given rule in step @{&). The time spent iterating
over the rules in step 3 is al$®(1). So the total time spent in step 3| R(D)|).

By a similar argument, the time in step 4 outside of inner loops in 4a and 4b is
also O(|R(D))). Finally, we must consider the inner loops in steps 4a and 4b. We
assume that for each ternand predicaté® used in an antecedent of a binary rule
we maintain a list of all the termis such thatE containsP(t, t’). This list must

be extended each time a new assertion of the B(imt’) is added tcE. The total

time spent building these lists 3(|R(D)|). There is an analogous list for each
termt and predicateé® of the terma’ such thatE conatinsP(t’, t). Given these
lists, the inner loops in 4a and 4b can each be executed in time proportional to the
number of iterations. It now suffices to show that the total number of iterations of
the inner loops in 4a and 4b@(| Pr(R(D))|). It suffices to show that each of these
loops only considers a given trip{g, t,, t3) once. When such a triple is considered

in step 4a, the assertidf (t;, t;) must equatb. Hence this triple cannot be visited
again in a later invocation of step 4a. A similar statement applies tol4b.

4. Liveness Analysis

We now turn to applications of run time theorems in static analysis. Our first
example is a very simple static analysis—liveness analysis. As mentioned in the
introduction, most compilers rely on the ability to determine that the value of

a given variable is no longer needed so that a register being used to store the
variable can now be used for other purposes [Aho and Uliman 1986]. To present a
simple example of liveness analysis, we first define a simple programming language.
We take a program to be a sequence of instructions where each instruction has
one of the following forms whereg, y, andz are variables, op is an operation,



522 MCALLESTER

L1 | : x =op(y, 2 L3 | : gotd’
LIVE(w, 1)
LIVE(y, 1), LIVE(z1)
LIVE(w, 1)
L2 | : x =op(y, 2
SUCCL,I") L4 | :ifxgotd’
LIVE(w, 1) LIVE(w, 1)
DISTINCT (w, x)
LIVE(W, L)
LIVE(w, 1)
L5 | :ifxgotd’
SUCC(, ")
LIVE(w,1")
LIVE(w, 1)

Fic. 2. A liveness analysis algorithm.

for example, addition, multiplication, or boolean comparison, knahd|; are
instruction labels—a number unique to the labeled instruction:

ir X =op(y, 2);
i+ if x gotoly;
i: gotoly;

i1 halt

We assume a successor relation on labels—each label that labels an instruction
other than a halt instruction has a successor label which is the next instruction to be
executed. A program state is a pdiro) wherel is the instruction label of the next
instruction to be executed awndis a “store” mapping variables to values. A single
step of computation converts a given program state into the next program state. For
example, if labels the instructior = +(y, z) then a single execution step converts

the the statél, o) to the successor state, o’) wherel’ is the successor label bf
ando’ is identical too except that’(x) is o (Y) + o (2). We say that an instruction

of the formx = op(y, ) writesx and ready andz. We say that a variabbeis live

in state(l, o) if the computation starting in that state readsithout having written

X in an earlier instruction. For example] iflabels the instructiom = +(x, y) then

x is live at(l, o) because it is about to be read! labelsx = +(y, z) and{(l, o)

has successor stallé, o’), and a variablev different fromx is live at(l’, o'}, then

wis live at(l, o).

Itis undecidable to determine whetheis live at{l, o )—in the general case this
would require determining if a given loop halts, which is equivalent to deciding the
halting problem. A static analysis generally computes a conservative approximation
to an undecidable problem. An algorithm for liveness analysis is defined by the
rules shown in Figure 2. The rules are conservative in the sense that, for any state
(I, o) and variablex, if x is live at(l, o) then the rules derive LIVE( |). This
can be proved by induction on the number of steps of computation it takes for the
computation starting gt, o) to readx. This implies that if the ruledo notderive
LIVE(x, |) thenx is not live at any state of the forigh, o). So if the rules do not
derive LIVE(x, |) then the compiler can reuse the register storing the value of
when it reaches program laldel
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The rules assume that for each pair of distinct variales\dy the database
contains the assertion DISTINCX,(y). In practice the predicate DISTINCT can
be computed on demand rather than stored in the input database. One can prove that
Theorem 1 holds with computed predicates in rule antecedents provided that two
conditions are satisfied. First, antecedents involving computed predicates must be
of the formP(xy, ..., Xn), where eaclx; is a variable. Second, in any computed-
predicate antecedent, either glloccur in some earlier antecedent (as is the case
in Figure 2) or the bindings for the variables not occurring in earlier antecedents
can be computed in time proportional to the number of such bindings.

We now analyze the running time of the algorithm given in Figure 2NLbt the
number of instructions in the program and\ebe the number of variables. Since
all derived assertions are of the form LIME(), we have thatR(D)| is O(N V).
Rule L1 is actually an abbreviation for two rules—one concluding LiE) and
one concluding LIVEZ, 1). These rules each have at mdstprefix firings. Now
consider rule L2. The first antecedent determines all bindings othemth@here
are at mosiN ways of instantiating the first antecedent and at mostays of
instantiatingw so we getO(NV) prefix firings. A similar analysis holds for rules
L3, L4, and L5. So the algorithms runs @(NV) time.

Actually a tighter analysis is possible. Letbe the total number of assertions
of the form LIVE(x, |) contained inR(D). Let V be L/N. Intuitively, V is the
average over all instructions of the number of live variables at that instruction. It is
possible to show that the algorithm actually runs in ti@N + NV). In practice
V remains bounded even for very large programs and so, in practice, the analysis
runs in time linear in the size of the program. To see that the algorithm runs in time
O(N + NV) note thatN + NV equalsN + L. To show that this bound holds, it
suffices to divide the prefix firings into two sets, one of which has 6igd) and
one of which has siz®(L). There are onlyO(N) prefix firings of L1. We divide
the prefix firings of L2 into those in whicl is x and those in whichv andx are
distinct. There aré(N) prefix firings of the first type. Each prefix firing of the
second type generates a distinct assertion of the form WMVEB( So the number
of prefix firings of this sort can be no larger than the number of assertions of the
form LIVE(w, I) which is, by definition, the quantitly. Hence there are oni®(L)
prefix firings of the second type. By a similar argument, each firing of the rules L3,
L4, and L5 generates a distinct conclusion, and hence the number of firings of each
of these rules i©(L).

5. Data Flow Analysis

Some programming languages, such as Common Lisp and Scheme, use type tags on
data values and generate graceful run time exceptions if a run-time type violation
occurs, for example, if an attempt is made to extract a slot from a nonstructure.
Such languages do not use static-type checking but are still guaranteed never to
segment-fault. In some cases it is possible for the compiler to statically determine
that a particular pointer variable is guaranteed to be a structure of a certain type
[Shivers 1991]. In that case the run time safety check can be omitted from the
compiled code. Data flow analysis provides one way of determining that a vari-
able is guaranteed to be a structure of a certain type. More generally, data flow
analysis intuitively determines what kind of values a given variable can have at a
given program point. Data flow analysis has a variety of applications in compilers
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D1 x =k D3 y =T;(x)
X = (21, 22)
X = INT
y =z
D2 X=(y,2
D4 Uu=w, W= v
X = (Y, 2)
uUu=yvVv

Fic. 3. Adata flow analysis algorithm. The rule involvifify is an abbreviation for two rules—one
with I1; and one withlTs.

[Aho and Ullman 1986; Appel 1997]. As in most static analyses, data flow analysis
is a conservative approximation to an undecidable problem.

Here we formulate data flow in a simple abstract setting. We extract from the
program the assignment statements of the farm e. Here we consider only
assignments of the form = k, x = (y, z), x = II1(y), andx = IIy(y), where
k is an integer constantx, y) is the abstract pair of andy, I1,(x) is the first
component of the paix, andIT,(x) is the second component of the pairWe
take a store to be a mapping from a finite subset of the variables to values where
a value is either an integer or a pair of values. In many programming languages
(e.g., Scheme), it is syntactically impossible to write a program that uses a variable
before assigning it some initial value. In such languages an assighmenrg is
guaranteed not to be executed until all variables irave values. An assignment
x = e will be calledexecutable in store if o assigns a value to all variables in
e ande is not of the formIT;(x) or I1x(x) whereo(x) is not a pair. Ifx = eiis
executable inr thene has a well-defined value i which we denote as(e). A
set of assignment statements define a nondeterministic transition relation on stores.
We say thatr’ is a possible successor 6fif there is an executable assignment
X = e such thato’ is identical too except that’(x) = o(€). We say that’ is
reachable fronv if either itiso or there is a possible successdrof o such that
o’ isreachable frora”. A store is calledeachabldf it is reachable from the empty
store (the store that does not assign any values to any variables). We are interested
in the set of values assignedxan reachable stores. If the valuexfs guaranteed
to be a pair, then the run time safety test can be omitted from the compilation of an
instruction of the formy = IT;(X).

Figure 3 gives a simple data flow analysis algorithm. The analysis algorithm
generates assertions of the foxm= e, wherex is a program variable anelis
either INT (as in rule D1), an expressi¢y, z) that occurs somewhere in the right-
hand side of some assignment statement (as in rule D2), or a program variable
(as in rule D3). If there aré\ input assignment statements then there are only
O(N?) possible assertions of the formex e.

The derivable assertions of the fosxn= INT andx = (y, z) should be viewed
as defining a grammar for generating values. We wxites* v to mean either
thatv is an integer anck = INT is generated by the rules, gris a pair(u, w)
where the rules deriveé = (y, z) and we havey =* u andw =* w. We now
prove that if a storer is reachable (in the sense defined above) then forxany
assigned a value by we have thak =* o(x). The proof is by induction on the
number of assignments needed to readtarting from the empty store. The result
is immediate for the empty store. Now assume the resuléfand lete’ be the
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result of executing = k. We need to show the result fef(y) for all y on whicho’

is defined. Ify is x then the result follows by rule D1. ¥fis notx, the result follows

by the induction hypothesis. A similar analysis holds whéis generated by an
execution ofx = (y, z) where the argument relies on the existence of rule D2. In
the case where’ is generated by = IT; (x), the argument involves a combination
of rules D3 and D4. Note that if the rules fail to generate> INT thenx must be

a pair and run time checks can be omitted from the compilation-efIT; (x).

By counting prefix firings, one can show that the running time of the algorithm in
Figure 3 is dominated by the number of prefix firings of D4, whic®{@N3). It is
possible to show that determining whetleg> INT is derivable from a given set of
assignments using the rulesin Figure 3is 2NPDA complete [Heintze and McAllester
1997b; Melski and Reps 1997]. 2NPDA is the class of languages recognizable by
a two-way nondeterministic pushdown automaton. A langudgeill be called
2NPDA-hard if any problem in 2NPDA can be reducedtn n polylog n time.

We say that a problem can be solvedsirbcubic timéf it can be solved inO(nk)

time fork < 3. If a 2NPDA-hard problem can be solved in subcubic time then
all problems in 2NPDA can be solved in subcubic time. The data flow problem is
2NPDA-complete in the sense that it is in the class 2NPDA and is 2NPDA-hard.
No subcubic procedure is known for any 2NPDA-complete problem.

Cubic time is impractical for many applications. However, if we only consider
programs in which the assignment statements are well typed using types of a
bounded size, then a more efficient algorithm is possible [Heintze and McAllester
1997a]. This more efficient algorithm can also be stated and analyzed as a set of
inference rules, although we will not do so here.

6. Flow Analysis in the Lambda Calculus

As a final example of an application of Theorem 1, we consider flow analysis in the
lambda calculus with pairing. This flow analysis includes control flow analyses,
that is, determining what program points a given jump instruction can branch to.
A jump instruction corresponds to a procedure call in the lambda calculus. Control
flow analysis in the lambda calculus corresponds to determining what procedures
are possible values of a given procedure variable. The flow analysis algorithm for
the lambda calculus given here is very similar to the data flow analysis given in
the previous section. However, lambda calculus formulations are common in the
literature, and it seems important to give an example of a static analsysis phrased
directly as inference rules on the lambda calculus.

The lambda calculus can be viewed as an abstract functional programming lan-
guage where a program is a term and executing the program corresponds to com-
puting the value of a term. The terms of the pure lambda calculus with pairing are
defined by the following grammar:

e=X| (e, &) | IT1(e) | [T2(e) | (&1, &) | AX.E.

We define the operational semantics of the lambda calculus in Figure 4. The
semantics is itself written as a bottom-up logic program evaluator. The evaluation
rules manipulate assertions of the form compajte and(e, o) =* v. Intuitively,
the assertion compuig(o) states that the evaluator should compute the value of
terme under the variables bindings given by The assertione, o) =* v states
that v is the resulting value. The initial database consists of a single assertion
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E1l compute(fw), o) E7 compute(e;, &), o)

computef, o), computeg, o) computeé;, o), computeé, o)
E2 computefx.e, o) ES compute(e;, &), o)

(e1,0) =" vy

(AX.e, 0) =" (AX.6, 0) (6,0) =%V,
E3 CornputeK7 O') ((el’ ez)s O-> :>* (Vlv V2>

(X,0) =* a(x) E9 compute(T; (u), o)
E4 compute(fw), o) computey, o)

(f,o) =* (\x.€,0")

(W,o) =*V E10 compute(T;(u), o)

(U, 0) =" (Vlv V2>

((fw), o) = (e, 0'[x:=V])
(T (u), o) =" v;

E5 p=q
computeg)

E6 p=q
q="v
p="v

FiG. 4. An algorithm for evaluating lambda terms.

of the form computef, ), wheree is a closed term and is the empty binding
environment. Rules E4 and E5 derive other assertions of the form compute(

The expressioa (x) in the conclusion of E3 represents the term derived by applying
the subsitutionr to the termx (with renaming of bound variables ito avoid the
capture of free variables ). The expressiow’[x := V] in the conclusion of
rule E4 represents the substitution that is identical't@xcept that it maps to

the valuev. Note that the rules maintain the invariant that in all derivable assertions
of the form computea(, o) we have thatvis a subterm of the original top-level term.
We can think of the ternw as the program counter and ies the program store.

Figure 5 gives an algorithm for both control and data flow analysis for the
A-calculus with pairing. The rules are numbered so as to suggest alignment with
the rules in Figure 4. The input to the analysis is a single assertion of the form
computeé), whereeis a closed term. Rules F1, F2, F7, and F9 derive all assertions
of the form computeg), wherew is a subterm oé. The rules also derive assertions
of the forme = w ande =* w, wheree andw are subterms of the input. All
assertions of the form="* v have the property that the “value’is either a lambda
expression or a pairing expression.

To verify that the analysis in Figure 5 is conservative, that is, to establish its
correctness, we view each assertion of the farm>* w as a production in a
grammar for generating values. To maintain consistency with Figure 4, we define
a value to be either a pajix.e, o), wheres maps the free variables ak.e to
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F1 compute(fw)) F7 compute(er, &))
computef), computeg) computeé;), computeé,),
(&1, &) =" (61, &)
F2 computefx.e)
F9 compute(T; (u))
AX.e =* AX.e, compute€)
computeq)
F4 compute(fw)), f =* Ax.u
F10 compute(T; (u))
x=w, (fw)=u u=" (e, &)
F6 Uu=w, wW=*v I (u) = g
u=s*v

FiG. 5. Flow analysis for the lambda calculus with pairing.

values, or a pair of values. Note that the base case is given by closed lambda
expressions and empty substitutions. The rules in Figure 4 generate assertions of
the form computed, o), whereeis a subterm of the input term aadmaps variables

to values, plus assertions of the fofe o) =* v, wherev is a value. We now
formally treat the output of Figure 5 as defining a grammar. For any suldgerm

of the input term and value, we definee —* v to mean that eithee =* Ax.u

andv is (AX.u, o), whereo is a substitution satisfying —* o(y) for all y in

the domain ofr, orv is a pair(vy, v») such thate =* (wq, wy) with w; —* vy

andw, —* v,. The rules in Figure 5 are conservative in the sense that if Figure 4
generatese, o) =* v then Figure 5 generates a grammar yielding~* v. The

proof is by computational induction on the inference rules in Figure 4 and is omitted
here. Note, however, that if, for a given subtegnfrigure 5 does not generate any
assertion of the forne =* Ax.e, then it follows that all values of are pairs and

run time safety checks in the compilation f; (€) can be omitted. By counting
prefix firings in the rules in Figure 5, we get that the running time of this analysis
is O(N?), whereN is the number of subterms of the input term.

The analysis defined in Figure 5 can be viewed as a form of set based analysis
[Heintze 1994; Aiken et al. 1994]. The rules can also be used to determine if the
given term is typable by recursive types with function, pairing, and union types
[McAllester 1996] using arguments similar to those relating control flow analysis
to partial types [Kozen et al. 1994; Palsberg and O’Keefe 1995]. It is possible to
give a subtransitive flow algorithm which runs in linear time under the assumption
that the input expression is well typed and that every type expression has bounded
size [Heintze and McAllester 1997a]. The subtransitive analysis algorithm can also
be presented as a bottom-up logic program whose running time can be analyzed
using Theorem 1.

7. A Union-Find Run Time Theorem

A variety of program analysis algorithms exploit equality. Perhaps the most fun-
damental use of equality in program analysis is the use of unification in type infer-
ence for simple types. Other examples include the nearly linear time flow analysis
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algorithm of Bondorf and Jorgensen [1993], the quadratic type inference algorithm
for an Abadi-Cardelli object calculus given by Henglein [1999], and the improve-
ment in empirical performance due to equality reported &lyridiich et al. [1998].
Here we formulate a general approach to the incorporation of union-find methods
into algorithms defined by bottom-up inference rules. In this section we give a
general run time theorem for such union-find rule sets.

We let UNION, FIND, and FLINK be three distinguished binary predicate sym-
bols. The predicate UNION can appear in rule conclusions but not in rule an-
tecedents. The predicates FIND and FLINK can appear in rule antecedents but not
in rule conclusions. A rule set satisfying these conventions will be calledan-
find rule setIntuitively, an assertion of the form UNIOMN(w) in the conclusion of
a rule means that andw should be made equivalent. The UNION assertions cause
assertions of the form FLINK( w) and FIND{, w) to be added to the database.
The mechanism described below maintains the invariant that for any gitreare
is at most onav such that the database contains FLINK§). Furthermore, the
relation FLINK is acyclic. Hence this relation forms a tree and, for any given node
u, we can follow the FLINK relation from that node until we reach a node that
has no FLINK successor. This terminal node is the find valua.ofwo nodes
are considered equivalent if they have the same find value. The predicate FIND is
maintained as the transitive closure of the predicate FLINK; intuitively the relation
FIND contains all possible path-compressions of the find data tree. Note that two
termsu andw are considered equivalent if and only if there existsfasuch that
the database contains both FIND(f) and FIND{, f). Of course in practice one
should erase obsolete FIND assertions so that for any $¢hmare is at most one
assertion of the form FIND( f). However, because FIND assertions can gener-
ate conclusions before they are erased, it seems difficult to formulate the erasure
process so as to improve the statement of Theorem 8 below.

When an assertion of the form MERGE{) is added to the database and
andw are already equivalent, no modification is made to the relations FLINK or
FIND. If u andv are not equivalent then a new FLINK assertion is added from
the find of the smaller equivalence class to the find of the larger equivalence class
and the relation FIND is updated to again be the transitive closure of FLINK. If
the two classes are the same size then the FLINK arc goes from the fin(he
first argument to merge) to the find vf(the second argument). This tie-breaking
convention can have algorithmic significance as discussed in later sections.

We define a clean database to be one not containing FLINK or FIND assertions.
Given a union-find rule seR and a clean databa$®, we say that a databage
is an R-closure ofD if E can be derived fronD by repeatedly applying rules in
R—including rules that result in union operations—and no further application of
arules inR change<£. Unlike the case of traditional inference rules, a union-find
rule set can have many possible closures—the set of derived assertions depends
on the order in which the rules are used. For example, if we derive the three
union operations UNION(, w), UNION(s, w), and UNION(, s) then the FLINK
relation will contain only two arcs and the choice of the two arcs depends on the
order in which the union operations are done. If rules are used to derive other
assertions from the FLINK assertions then arbitrary relations can depend on the
order of inference. For most algorithms, however, the correctness analysis and
running time analysis can be done independently of the order in which the rules are
run. We now present a general run time theorem for union-find rule sets:
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THEOREM 8. For any range-restricted union-find rule set R, there exists an
algorithm mapping D to an R-closure of D, denoted PR that runs in time
O(|D| + |Pr(R(D))| + |[F(R(D))|), where RR(D)) is the set ofFIND assertions
in R(D). Furthermore)F(R(D))| < NTlog, N1, where N is the number of distinct
terms that appear as an argument oJ&lION assertion in RD).

The proof is essentially identical to the proof of Theorem 1. The same source-to-
source transformation is applied®io show that without loss of generality we need
only consider single antecedent rules plus rules of the lB(m y) A Q(y, 2) —

R(x, v, z), wherex, y, andz are variables anf, Q, andR are predicates other than
UNION, FIND, or FLINK. For all the rules that do not have a UNION assertion in
their conclusion, the argument is the same as before. Rules with union operations
in the conclusion are handled using the union operation which has unit cost for
each prefix firing leading to a redundant union operation and where the cost of
a nonredundant operation is proportional to the number of new FIND assertions
added. Each time two equivalences classes are merged, the find value changes on
the smaller of the two classes. This implies that every time the find value of a term
changes the size of that term’s class at least doubles. So the find value of a term
can change at mo$tog, N7 times. This implies thaftF (R(D))| < NTflog, N7.

8. Unification

Given two first-order terms, andt,, unification is the problem of determining if
there exists a substitutian such thatr (t;) = o(ty). If such a substitution exists,
then one is interested in finding the most general substitution, the substitution
such that ifo satisfiess (t1) = o(t2) then we have that there existgrasuch that
o =o' oy, thatis,oc(u) = o'(y(u)) for all termsu. Unification is used in logic
programming when one allows the database to contain assertions with variables.
This paper assumes that the input to logic programs consists of ground terms, that
is, terms not containing variables. The inputto a unification problem consists of open
terms, that is, terms with variables. However, there is no problem in representing
the variables of the input terms with a set of constants that represent input term
variables. To give a unification algorithm as a set of inference rules, we assume
that the input to the algorithm contains the single assertion UNE- ML), where
t; andt; are ground terms (data structures) representing the input teransit,.
In the remainder of this section we will use the tetonstantto mean a constant
representing an input constant and the teamiableto mean a constant representing
an input variable. It is possible to represent first-order terms using constants and
a single pairing function. So we can assume without loss of generality that the
input terms are constructed from constants representing input variables, constants
representing input constants, and a single pairing function where we write the pair
of e, ande; as(ey, &).
A unification problem determines an equivalence relation on the subterms of the
input terms. More specifiically, two subterrasindw of the input termg; andt;
are equivalent if for any unifying substitutian, that is, for anyo with o (t}) =
o (t5), we have that (s) = o(w). In the case where a unifying substitution exists,
this equivalence relation can be computed using the rules in Figure 6. Multiple
conclusions in a rule represent multiple rules—one for each conclusion—and rules
R1 and R2 implement the reflexivity property of equality. A clash occurs if the
equivalence relation generated by the rules of Figure 6 contains an equivalence
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U1 UNIFY!(ty, tp) U2 (t1, t2) = (U1, U2)
INPUT(ty), INPUT(t,), t; =t, ti=u, th=u;
S X=y T X=y
y=1z
y=xX
X=z
R1 INPUT((X, y))
R2 INPUT(x)

INPUT(x), INPUT(y)

X=X

Fic. 6. AnO(n®) algorithm for computing the unification equivalence relation.

U3 UNIFY!(X, y) U4 FIND({x, y), f)

UNION(X, y) UNION(IT1(f), X), UNION(TT»(f), y)

Fic. 7. An O(N log N) algorithm for the unification equivalence relation.

class with two distinct constants or a class containing both a pair and a constant.
We assume that the variables are associated with integer indexes so we can talk
about the variable of least index for any set of variables. If no clash occurs, we can
define a particular substitution in terms of the computed equivalence relation as
follows: For any terns that is a subterm of the input terms, we defir(g) to be the
(unigue) constant in the equivalence classibfuch a constant exists, to be the pair
(o (u), o (v)) if the equivalence class sfcontains a paitu, v), and otherwise to be
the variable of least index in the equivalence class ®he term defined in this way
is independent of the choice of the pair in the equivalence class if the class contains
more than one pair—if the class contains b@thv) and(u’, v’') thenthe equivalence
class ofu must be the same as the equivalence classafid similarly forv andv’
so{o(u), o (v)) is the same a& (U'), o (V')). Itis possible, however, that(u) is an
infinite term. For example, starting with UNIFY4( (a, x)), the rules in Figure 6
generate a two equivalence classes, one for the corstantl one for both the
variablex and the paika, x). In this caser (x) is the infinte termga, (a, (a, .. .))).
In general, if some terma contained in the input is such tha(s) is infinite, then
we say that the equivalence relatioontains an occurs-check violatioGiven a
union-find representation of the equivalence relation, as constructed by the rules
in Figure 6, one can determine whether there is an occurs-check violation in linear
time using the linear time algorithm for determining the existince of cycles in a
directed graph. See Martelli and Montanari [1982] for details. If there is no clash or
occurs-check violation then the two input terms are unifiable, and the substitution
mappingx to o (x) is a most general unifying substiution. The rules in Figure 6
contain explicit rules for equality, and the running time of these rules is dominated
by the transitivity rule T, which i©D(N®) whereN is the number of subterms of
the original term.

A more efficient algorithm for computing the same equivalence relation is defined
by the rules in Figure 7. We first note that U3 and U4 effectively implement Ul
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c1 EQUALI(X, y) C3 EQUAL?(X, y)
INPUT(x), INPUT(y),x =y INPUT(x), INPUT(y)
Cc2 |NPUT(<X1, Xz)), |NPUT(<y1, yz))

X1=Y1, X2=Y2

(X1, X2) = (Y1, Y2)

Fic. 8. An O(n®) congruence closure algorithm (assuming rules R1, R2, S, and T of Figure 6).

and U2. In particular, ifuy, uy) is in the same equivalence class(ag, wy) then
they must both have the same find valiueand bothu; andw; must be equivalent
to ITy( f) and hence equivalent to each other.

To analyze the running time of the rules U3 and U4, we first note that the
rules maintain the invariant that all find values are terms appearing in the input
problem (the union operation breaks ties by using the second argument as the
source ofthe find value). This implies that every union operation is either of the form
UNION(s, w) or UNION(IT; (w), s) wheres andw appear in the input problem.

Let N be the number of distinct terms appearing in the input. We now have that
there are onlyO(N) terms involved in the equivalence relation defined by the
FLINK graph. For a given term, the number of assertions of the form FIND()

is at most the log (base 2) of the size of the equivalence class® we now
have that there are onl®(N log N) FIND assertions in the closure. This implies
that there are onlyO(N log N) prefix firings. Theorem 8 now implies that the
closure can be computed@(N log N) time. The best-known unification algorithm
runs in O(N) time [Paterson and Wegman 1978]. The application of Theorem 8
to rules U3 and U4 yields a slightly worse running time for what is, perhaps, a
simpler presentation.

9. Congruence Closure

The congruence closure problem is to determine whether an eqeatidietween

ground terms is provable from a given set of equations between ground terms using

the reflexivity, symmetry, transitivity, and congruence rules for equality. As with

unification, we will assume that expressions are represented using constants and a

single pairing function. The congruence property of equality states thatfw;

andu, = w, then(us, Us) = (Wy, W»). The congruence rule cannot be used directly

in a bottom-up logic program because it generates an infinite number of conclusions

and hence a bottom-up procedure using this rule directly would fail to terminate.
Figure 8 plus the equality rules R1, R2, S, and T of Figure 6 provide a cubic

time algorithm for congruence closure. We take the input to consists of the set of

given equations represented by assertions of the form EQWAI)(@nd the “goal

equation” stated as EQUALE(t). Rules C1, C3, and R1 generate assertions of the

form INPUT (e) for all termse appearing in the input problem. Rule C2 is a variant

of the congruence rule restricted so that it can only generate assertions involving

input terms. This algorithm terminates@(N ) time (dominated by the transitivity

rule for equality), whereN is the number of input terms. Shostak [1978] proved

that running rule C2 on only the input terms suffices.
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c1’ EQUALI(x, y) R1 INPUT((X, V)
INPUT(x), INPUT(y), UNION(X, y) INPUT(x), INPUT(y)
c2’ INPUT((x, y)) ca INPUT(x)
ID — OR — FIND(X, X')
ID — OR— FIND(y, Y') ID — OR — FIND(X, X)

UNION((X', ¥}, (X, ¥)) c5 FIND(X, y)

c3 EQUAL?(X, y) ID — OR — FIND(X, y)

INPUT(x), INPUT(y)

Fic. 9. AnO(N log® N) algorithm for congruence closure.

Now we consider the congruence closure algorithm given in Figure 9. These
rules compute the same equivalence relation on the terms in the input as do the
rules in Figure 8. In particular, ifu;, u,) and(wy, wy) are both input terms where
u; andw; have been made equivalent, amdandw, have been made equivalent,
thenu; andw; must have the same finff andw; andw, must have the same
find f, and both(uy, uy) and({wy, w,) are made equivalent td, fo). To analyze
the complexity of the rules in Figure 9 we first note that, since the union operation
breaks ties by selecting the find value from the second argument, the rules maintain
the invariant that every find value is an input term. Given this, one can see that all
terms involved in the equivalence relation are either input terms or pairs of input
terms. This implies that there are at m@¥tN?) terms involved in the equivalence
relation, whereN is the number of distinct terms in the input. So we have that for
any given terms the number of assertions of the form FINDf) is O(log N).

So the number of firings of the rule Ci28 O(N log? N). But this implies that the
number of terms involved in the equivalence relation is actually @\ log? N).

Since each such term can appear in the left-hand side of at@{asg N) FIND
assertions, there can be at m@¢N log® N) FIND assertions. Theorem 8 now
implies that the closure can be computedd{N log® N) time. It is possible to
show that by erasing obsolete FIND assertions the algorithm can be made to runin
O(N log N) time—the best-known running time for congruence closure.

10. Henglein’s Algorithm for Object Type Inference

Type inference is the problem of taking a program without type declarations and
inferring types for program variables. For many languages and type systems, it
is possible to determine, for a given program without type declarations, whether
or not there exist type declarations under which the program is well typed. In
this case, we say that the type inference problem is decidable. Perhaps the most
fundamental type inference algorithm is for the Hindley-Milner type system used
in the programming language ML [Milner 1978]. Here we present an inference
rule version of Henglein’s quadratic time algorithm for determining typability in a
variant of the Abadi-Cardelli object calculus [Henglein 1999; Abadi and Cardelli
1996]. This algorithm is interesting because the first algorithm published for the
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problem was a classical dynamic transitive closure algorithm requdiid?) time
[Palsberg 1995] and because Henglein’s presentation of the quadratic algorithm is
given as in classical pseudo-code and is fairly complex. The algorithm presented
here is given as a set of union-find inference rules for which Theorem 8 yields a
run time of O(N?log N).

The type inference problem solved by Henglein’s [1999] algorithm is for object-
oriented programs under a certain type system for objects. An object can be viewed
as arecord with fields. An object type specifies types for fields. For example, the type
[€1=INT, £, =INT] denotes set of all objects in which the fieltisandé, are both
integers. Note that the typé;[= INT, £2 =INT] is a subtype (a subset) of the type
[¢1 =INT]—anything in which both fieldg; and¢, are integers is something where
the field¢, is an integer. In the “pure” object calculus of Abadi and Cardelli [1996],
there are only objects—there are no integers, procedures, or other data types. The
pure calculus is of theoretical interest because it isolates and simplifies the nature
of the objects and object types. In the pure object calculus, type expressions are
defined by the following grammar whegerepresents type variables:

o =ul|[ly=o01;...;€n = on]lua.o.

This grammar allows for the universal type [] that places no constraints on an object
and hence represents the set of all objects. In the Abadi-Cardelli [1996] language,
objects compute the values for fields on demand (rather than storing the value in the
slot). On-demand computation of slot values allows objects to be “infinitely deep.”
In particular, recursive types such ag[é; = o, {2, = «] are meaningful and
denote the type of objects where slat; has types and in whiché, (recursively)

has typex. A type expression is closed if all type variables in that expression are
bound inu expressions, for example, the expressierif, = «] is closed.

A presentation of the Abadi-Cardelli [1996] programming language is beyond
the scope of this paper. Here we simply note that the problem of determining the
existence of acceptable type declarations can be converted to a problem of deter-
mining whether there exist type expressions satisfying a certain set of constraints
[Henglein 1999]. More specifically, we can take the input to be a set of inequalities
ofthe formo, < 0,, Whereo; ando» are finite nonrecursive type expressions (as de-
fined by the first two cases of the above grammar). The problem is to find (possibly
recursive) closed type expressions for the type variables such that the constraints
are satisfied. To define this problem precisely, one must define the inequality rela-
tion o1 < o, for closed type expressions ando,. Here we are interested in an
“invariant” interpretation of type inequality—a closed tyge | o1; . .. ; &n = on]
is a subtype of a closed typmf = 14;...; m¢ = 7] if eachm; is equal to somé;
whereo; equalst;. Equality on (recursive) types is defined to mean that the (pos-
sibly infinite) type expressions that result from unrolling all recursive definitions
are equal.

Although superficially the type inference problem may seem quite complex, there
is a very simple cubic time decision procedure. We assume that the input has been
preprocessed so that, for each type expresgipga:[oy;. .. ;{, = on] appearing in
the input (either at the top level or as a subexpression of a top-level type expression),
the database also includes all assertions of the form ACCEPTS(f1;...;4n =
onl, %) and 1 = o1;...;¢nh = onl.fi = oi With 1 < i < n. We also assume
that, rather than use rule R1 of Figure 6, the input is preprocessed so that for every
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P1 o=t P3 INPUT(z)
oc<t,1<0 T=T
P2 oc<t,T<y P4 ACCEPTSE, ¢)
ACCEPTSG, ¢)
o<y y<t
y <o
ol =1l

Fic. 10. Palsberg®©(N?) object type inference algorithm.

type expression appearing in the input the initial database contains the assertion
INPUT(z). Note that this preprocessing can be done in linear time. Palsberg’s
[1995] cubic algorithm can be given as a bottom-up logic program consisting of
the rules in Figure 10.

The rules are sound in the sense that, under any interpretation of the type vari-
ables as type expressions, if the premises are true under the above mentioned
notions of type equality and subtyping, then the conclusion is true. If the rules
derive {1 = 11,..., 0 = &w] < [M = o1,...,mMy, = oy], where there ex-
ists anm; that is not equal to any;, then we have a contradiction and the input
constraints are not satisfiable, that is, there is no interpretation of the type vari-
ables as types under which all the input assertions are simultaeously true. If an
assertion of this form is derived then we say thte# input constraints are re-
jected If the input constraints are not rejected then one can construct a variable
interpretation satisfying the constraints as follows: For each type expressipn
pearing in the input, we define the typéy) recursively to be the type expression
[£1 = o(11.£1), ..., &k = o(.£K)], where the pairg¢;, 7j) are all pairs such that
the rules deriver < 1; where we have ACCEPTS( ¢;). Rule P4 ensures that, for a
givenfield¢;, the types (7 .¢;) is independent of the choice gf The recursion need
not terminate and the type expressiofy) may in fact be infinite. However, in the
case where itis infinite, the number of distinct subexpressions can be no larger than
the number of distinct type expressions in the input. Since the number of distinct
(infinite) type expressions is finite, these types can be represented by finite recursive
type expressions.

Figure 11 gives union-find inference rules which perform the same analysis. The
equality relation is stored in the union-find data structure. The inequality relation
is stored in the relatiors> and its transitive closures*. Rule P1 of Figure 10 is
implemented by rules H5 and H2 of Figure 11. Rule P4 of Figure 10 is implemented
by two applications of rule H6 of Figure 11. Note that the convention of breaking
ties in favor of the second argument in a UNION assertion maintains the invariant
that find values are always type expressions appearing in the input. This implies
that the equivalence relation on the expressions appearing in the input is determined
by the set of FLINK assertions between input expressions. This observation implies
that rule P2 of Figure 10 is faithfully implemented by H3 and H4 of Figure 11.
Rule P3 of Figure 10 is not required in the formulation in Figure 11.

We now consider the running time of the rules in Figure 11.NL.éte the number
of input assertions after the preprocessing described above. There are clearly only
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H1 T<o0o H4 o=1, T='Yy

T=0 o="y
H2 INPUT(z) H5 T=0

FLINK(z, o)

UNION(z, o)
T=0,0=>T1
H6 ACCEPTSE, ¢)

H3 o=T1 o =>%1

T=%0 UNION(o.£, 7.£)

Fic. 11. OnO(NZ?log N) object type inference algorithm.

O(N) distinct type expressions in the input. This implies that there can be at most
O(N) FLINK assertions between type assertions appearing in the input—every
such FLINK assertion reduces the number of equivalence classes by 1 and therefore
there cannot be more such assertions than input type expressions. Hence the total
number of prefix firings of rule H2 i©(n). This implies that there are onfY(N)

= assertions, all of which are between input type expressions. The fact that there
are onlyO(N) = assertions implies that there are at mogN?) prefix firings of

the transitivity rule H4. Furthermore, there are at mO$N) prefix firings of H1,

H3, and H5 and at mo$d(N?) prefix firings of H6. So the total number of prefix
firings of the rules in Figure 11 ®(N?). It remains only to consider the number of
FIND assertions. The number of FIND assertions is at mdegym, wheremis the
number of nodes involved in the FIND assertions. Rule H6 introduces new nodes
of the formo.£, whereo is an input expression arids a field name used in other
input type expressions. There can®EN?) such new type expressions introduced

in this way. The number of FIND assertions of the form FINID( ), whereo.£

is one of the newly created nodes, is no more tBgh2log N?) = O(N?log N).

By Theorem 8, the run time required @(N?log N). By only computing find
compressions on terms appearing in the input, the algorithm can be modified to
run in O(N?) time. However, this improved run time is not given directly by the
general run time theorem for union-find rule sets.

11. Conclusions

This paper has argued that many algorithms have natural presentations as bottom-
up logic programs and that such presentations are clearer and simpler to analyze,
both for correctness and for complexity, than classical pseudo-code presentations.
A variety of examples have been given and analyzed. These examples suggest a
variety of directions for further work.

In the case of unification and Henglein’s [1999] algorithm, final checks were
performed by a postprocessing pass. In unification, the postprocessing involves
checking for clashes and occurs-check violations. In Henglein’s [1999] algorithm,
one must check that one has not derived an assertion of theoformnt wheret
accepts afield not acepteddyWe might consider extensionsto logic programming
that allow these postprocessing steps to be naturally expressed as rules. Stratified
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negation by failure would allow a natural way of inferring NOT(ACCEP4,3()
in Henglein’s [1999] algorithm while preserving the truth of Theorems 1 and 8.
This would allow the acceptability check to be done with rules. A simple extension
of the union-find formalism would allow the detection of an equivalence between
distinct “constants” and hence allow the rules for unification to detect clashes. It
might also be possible to extend the language to improve the running time for cycle
detection and strongly connected component analysis for directed graphs.
Another direction for further work involves aggregation. It would be nice to have
language features and run time theorems allowing natural and efficient renderings
of Dijkstra’s [1959] shortest-path algorithm and the inside algorithm for computing
the probability of a given string in a probabilistic context-free grammar [Lari and
Young 1990].
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