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Abstract

Probabilistic graphical models and algorithms for genomic analysis
by
Poe Xing
Doctor of Philosophy in Computer Science
University of California, Berkeley
Professor Richard Karp, co-Chair
Professor Michael Jordan, co-Chair

Professor Stuart Russell, co-Chair

In this thesis, | discuss two probabilistic modeling problems arising in metazoan genomic anal-
ysis: identifying motifs andcis-regulatory modules (CRMs) from transcriptional regulatory se-
guences, and inferring haplotypes from genotypes of single nucleotide polymorphisms. Motif and
CRM identification is important for understanding the gene regulatory network underlying meta-
zoan development and functioning. | discuss a modular Bayesian model that captures rich structural
characteristics of the transcriptional regulatory sequences and supports a variety of motif detection
tasks. Haplotype inference is essential for the understanding of genetic variation within and among
populations, with important applications to the genetic analysis of disease propensities. | discuss a
Bayesian model based on a prior distribution constructed from a Dirichlet process — a nonparamet-
ric prior which provides control over the size of the unknown pool of population haplotypes, and
on a likelihood function that allows statistical errors in the haplotype/genotype relationship. Our
models use the “probabilistic graphical model” formalism, a formalism that exploits the conjoined
capabilities of graph theory and probability theory to build complex models out of simpler pieces.
| discuss the mathematical underpinnings for the models, how they formally incorporate biolog-
ical prior knowledge about the data, and | present a generalized mean field theory and a generic

algorithm for approximate inference on such models.
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Chapter 1

Introduction

Understanding the structure and functional organization of the genome is a fundamental problem
in biology. This thesis introduces new computational statistical approaches for analyzing two par-
ticular types of genomic data: gene regulatory sequences, and single nucleotide polymorphisms.
It presents the methodology of applying tbabilistic graphical modeformalism to designing

novel parametric and non-parametric Bayesian models for genomic data, in accordance with bio-
logical prior knowledge or genetic hypotheses about the population of subjects under investigation.
In particular, it presents algorithms for the problemsmaftif detectiorandhaplotype inferengeand
develops the general theory and algorithmgereralized mean field approximatitor variational
inferenceon large-scale, hybrid, multivariate probabilistic models.

Although the major goal of this thesis is to develop probabilistic models and computational
algorithms for deciphering biological data and exploring the mechanisms and evolution of biological
systems based on mathematical principles, most of the ideas and results reported here can also
serve as building blocks of generic intelligent systems for a wide range of applications that involve

predictive understanding and reasoning under uncertainty.



1.1 Genomic Analysis and the Graphical Model Approach

1.1 Genomic Analysis and the Graphical Model Approach

1.1.1 The Architecture and Function of the Genome

According to the central dogma, the genetic information that determines the functional and mor-
phological properties of the cells in a living organism is encoded in the DNA gebGnek, 197(Q.
Biochemically, DNAs are double-stranded macromolecules representable as a pair of long comple-
mentary sequences of characters — A, T, G and C, denoting four kinds of basic elements, known as
nucleotidesthat make up the DNA molecules. Residing in (and inherited via) the DNA molecules,
are arich set of coding sequences referred @esmeswhich determine the structures and functions

of an essential set of biopolymer molecules, mostly proteins, but also including RNAs, which are
the main determinants of various cellular and physiological activities taking place in a living sys-
tem, such as biochemical catalysis, signal transduction, cellular defensi,estn, 2003. Also
abundant in the DNAs are a large number of so-called non-coding sequences, whose role was orig-
inally thought to be purely structural (e.g., serving as the physical scaffoldchfamosome—

a long thread of DNA tightly packaged with the aid of several auxiliary proteins), but have been
recently discovered to play essential roles in the cellular implementation ajethe regulation
network[Davidson, 2001Albertset al., 2004.

DNAs usually reside in the nucleus (or the nuclear region for prokaryotic organisms) of the
cell. Via a process callettanscription(to be explained shortly), some genes in the DNA genome
are copied to molecules called messenger RNA (mRNA), which can travel out of the nucleus to
the protein synthesis apparatus, where proteins are assembled based on the coding information car-
ried by mRNA via a process calldgdanslation[Alberts et al, 2004. Although different cells of
an organism have the same DNA genome, it is well known that they have different protein com-
position and perform different functiod®avidson, 200l For example, red blood cells are rich
in hemoglobins that can carry oxygen, whereas muscle cells contain a large number of myosins
for muscular contraction. Even the same cell may bear different protein contents at different times

during its life span. This kind of diversity is a consequence of spatially and temporally regulated
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expression of genes. It is believed that much of the information that determines when and in what
cellular environment a gene is expressed is encoded in certain genomic sequences, which possibly
account for a major portion of the total sequence of the genome, especially in the higher eukaryotes,

such as humalDavidson, 2001Michelson, 200

Transcription

Initiation complex ¢ Transcription
i : Initiation

S _—

CRM Proximal TFBS

Nature Reviews | Genetics

Figure 1.1: The transcriptional regulatory machinery ( adapted fiasserman and Sandelin, 2004TFBS: transcrip-
tion fgctor binding site, CRMcis-regulatory module; chromatin: a long, extended thread of DNA packed with histone
proteins.

The creation of diverse cell types from an invariant set of genes is governed by complex bio-
chemical processes that regulate gene activities. Transcription, the initial step of gene expression,
is central to the regulatory mechanisms. Transcription refers to the process of making a single-
stranded mRNA molecule using one of the DNA strands as template. The timing and volume of
transcription are controlled by complex transcription regulatory machinery made up of both protein
and DNA element§Ptashne, 1988tashne and Gann, 1997As shown in Fig1.1, the signals that
activate or suppress the transcription of a gene are physically mediated by different types of gene

regulatory proteins callettanscription factorg TFs). To bring these signals into effect on a target

3



1.1 Genomic Analysis and the Graphical Model Approach

gene at a specific time in a specific cell, certain TFs must recognize specific binding sites in the
vicinity of the target gene, so that they can jointly interact with the basal transcription apparatus,
made up of an RNA polymerase and some general TFs, to turn on or off transcription in the right
physiological/developmental context.

DNA motifsare the protein binding sites on DNA sequences that can be recognized by specific
TFs to integrate complex gene regulatory signals (hence they are also referred to as transcription
factor binding sites, or TFBS). These sites are usually located in the vicinity of the transcription
initiation sites of the genes under their regulation — an extended sequence region generally re-
ferred to as théranscriptional regulatory regiofiLewin, 2003. Depending on which organism the
genomic sequences are from, the complexities of the transcriptional regulatory regions vary signifi-
cantly. Their lengths range from a few hundred base pairs (e.qg, in simple bacteria such as E. coli) to
over several hundred thousand base pairs (e.g., in more complex insects Buohaghilg); their
locations can be either immediately proximal to the transcription initiation sites, or much further
upstream or even downstream (i.e., into the intron regions of gene sequences); and their contents
range anywhere from sparse single-motif-promoters, to multiple congideregulatory modules
(CRMs) each containing arrays of multiple motif3avidson, 200}l (Fig. 1.1). Motifs, together
with their specific pattern of deployment (e.g., ordering, contexts) in the genome, constitute the
hardwired part of the transcription regulatory machinery, which is present in every cell of an or-
ganism, although different subsets of motifs will be involved in gene regulation in different cells.
Deciphering the gene control circuitry encoded in DNA, its structure and its functional organization

is a fundamental problem in biology, and is a focus of this thesis.
1.1.2 The Populational Diversity and Evolution of the Genome

When the human genome project was launched over a decade ago, there was an interesting debate
over who should have the honor (but not without the courage of relinquishing the utmost privacy) to
have his/her genome sequenced. One rumor goes that the chief of the Celera company had taken this

privilege. This debate struck a key issue in genetics — that at the very sequence level, there exist
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individual distinctions and even populational diversities in the DNA genome. This phenomenon is
referred to agienetic polymorphism

A polymorphism is a neutral genetic variant that appears in at least 1% of the human population,
and does not directly elicit any substantial advantage or disadvantage for the survival of the individ-
ual bearing ifKruglyak and Nickerson, 2001 Polymorphisms are often regarded as fingerprints
of ancestral genetic alterations left on modern genomic sequences during evolution and can serve
as genetic markers of population- or disease-related phenof@task, 2003. Common poly-
morphisms include insertion/deletion of minisatellites, microsatellites, Alu segments, etc., which
are non-functional DNA segments of various sizes; as well as single nucleotide polymorphisms

(SNPs)[Stoneking, 200}

mTCGGGAATCC
cecTrTAlcGlaaaTcCc|T

T TITGACGACTC
TCTTAGAGGACTC

Figure 1.2: Single nucleotide polymorphisms as appeared in two chromosomes from a population (adapted
from [Chakravarti, 200}).

SNP refers to the existence of two possible kinds of nucleotides at a single chromosomal locus
in a population; each variant is called altele (Fig. 1.2). SNPs reflect past mutations that were
mostly (but not exclusively) unique events, and two individuals sharing a variant allele are thereby

marked with a common evolutionary heritalgatil et al., 2001, Stoneking, 2001 In other words,

5
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our genes have ancestors, and analyzing shared patterns of SNP variations can identify them. The
real importance of SNPs lies in their abundance. It is estimated that there are more than 5 million
common SNPs each with frequency 10-50% in the whole human population, which translates to
about one SNP in every 600 base pairs in the human gefdhanget al, 2004. These SNPs
account for more than 90% of human DNA sequence difference.

As SNPs are remnants of ancient neutral DNA alterations dated back to a time measured at
a genealogicakcale, they contain more fine-grained information on molecular evolution than that
revealed by orthologous genomic sequences from multiple species, whose differences are accu-
mulated over ayeologicalperiod of time and are subject to selection. In general, the higher the
frequency of a SNP allele, the older the mutation that produced it, so high-frequency SNPs largely
predate human population diversification. Therefore, population-specific alleles may bear important
information about human evolution that involves specific migrations (such as those that populated
Polynesia and the AmericakJtoneking, 200}L

Most human variation that is influenced by genes can be related to SNPs (either as associated
markers or causative elements), especially for such medically (and commercially) important traits
as how likely one is to become afflicted with a particular disease, or how one might respond to
a particular pharmaceutical treatment, as discuss¢@lakravarti, 200lL Even when a SNP is
not directly responsible, the dense distribution of SNPs in the genome suggests they can also be
used to locate genes that influence such traits based on a linkage disequilibrium test (for gametic
association between the putative causal gene(s) and SNPs in the vidhkity)et al,, 2001, Daly et
al., 2001, Pritchard, 200JL For higher organisms, accurate inferences concerning population history
or association studies of disease propensities and other complex traits usually demand the analysis
of the states of sizable segments of the subject’s chromosofie(s)eth and Clark, 2002To this
end, it is advantageous to study haplotypes, which consist of several closely spaced (hence linked)
SNPs and often prove to be more powerful discriminators of genetic variations within and among
populations, and hence serve as more informative markers for linkage analysis and evolutionary

studies.
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1.1.3 Probabilistic Graphical Models and Genomic Analysis

Due to the stochastic nature of genomic data, and the abundance of empirical biological prior knowl-
edge about their properties, the general methodologies adopted in this thesis are built on probabilis-
tic models that accommodate uncertainty and statistical errors associated with the data, and that
incorporate certain prior information in a principled way.

The models we develop in this thesis use a formalism cgikethabilistic graphical mod-
els [Pearl, 1988 Cowell et al, 1999 Lauritzen and Sheehan, 24Q&vhich refer to a family of
probability distributions defined in terms of a directed or undirected graph with probabilistic se-

mantics (Figl1.3).

X, X,

Figure 1.3: A directed graphical model for a joint probability distribution o{ef, x2, z3, x4, x5, z6}. It entails
p(z1, @2, T3, T4, T5, T6) = p(21)p(22|@1)p(T4|T1)p(23]|22)P(25|24)P(T6 |2, T5).

A graphical model has both a structural (or topological) component — encoded by a graph
G(V, &), whereV is the set of nodes artdis the set of edges of the graph; and a parametric compo-
nent — encoded by numerical “potentialsic (x¢) : C C V}, a set of positive numbers associated
with the state configurations of subsets of nodes in the graph. Each node in the graph represents
a random variableX;, which can be eitheobservedor latent as indicated by the shading of the
node 1; the presence of edges between nodes denotes direct dependencies between the correspond-
ing variables. Independent and identically distributiéd) fandom variables can be represented by

a macro called plate which allows a subgraph to be replicated. For example, the assertion that

In the sequel, we use upper-cake(resp. X) to denote a random variable (resp. variable set), and lowerscase
(resp.x) to denote a certain state (or value, configuration, etc.) taken by the corresponding variable (resp. variable set).

7



1.1 Genomic Analysis and the Graphical Model Approach

variables{ X;} are conditionallyiid givené can be represented by a plate ov&r(Fig.1.4a). The
family of joint probability distributions associated with a given graph can be parameterized in terms
of a product over potential functions associated with subsets of nodes in the graph. For directed
graphical models (associated with acyclic directed graphs), which are often referre8apestan
networks each nodeX;, and its parentsX,, constitute the basic subset on which a potential func-
tion is defined, and the potential function turns out to bedlsal conditional probabilityp(x;|xr, ).
Hence, we have the following representation for the joint probability:

p(x) = [ [ p(@ilxx,). (1.1)

=y

For undirected graphical models, which are often referred tvlakov random fieldsthe basic
subsets areliques(completely connected subsets of nodes) of the gréf_, : o € A}, where
D, denotes the set of node indices of cliqueand.A denotes the index set of all cliques. The joint

probability in this case is:

1
p(x) = - ][ ¢alxp.), (1.2)
acA
where Z is a normalizing constant, ensuring thap(x)dx = 1 (or >, p(x) = 1 for discrete
models).
Xl
0 X,
OO | - .
N .
XN
(a)
=
©0—O O——0
(b)

Figure 1.4: Various graphical models. Shaded nodes denote observed variables. (a) Plate. (b) From a flat parametric
model to a Bayesian model.



1.1 Genomic Analysis and the Graphical Model Approach

Graphical models provide a compact graph-theoretic representation of probabilistic distribu-
tions in a way that clearly exposes the structure of a complex domain. They also provide a conve-
nient vehicle to adopt the Bayesian philosophy, because hierarchical Bayesian models can be natu-
rally specified as directed graphical models. For example, putting a prior on the model parameter
now treated as a random variable, is equivalent to adding a parent node that denotes the hyperparam-
eter and associating the newly introduced edge with a prior distribution IFlg). A distinctive
feature of the graphical model approach is its naturalness in formulating large probabilistic models
of complex phenomena, by facilitating modular combination of heterogeneous submodels, using
the property of the product rule of the joint distribution. Thus, a complex model can be assembled
in a piecewise fashion, and even solved via a divide-and-conquer approach, as will be done in this
thesis.

The field of computational genomics is fertile ground for the application of graphical models,
and many of its complex problems can be readily handled within this formalism in a canonical and
systematic wayLauritzen and Sheehan, 2J0Eor example, in a typical statistical genetics setting,
we may want to model some complex genetic patterns with both observed and hidden variables
using a likelihood model, and we concern ourselves with a sample gétinflividuals (Fig.1.5,
bottom level). If we imagine that the genetic pattern of each individual is stochastically sampled
from K possible populational genetic patterns, or in other words, they forctusters, then we can
make this explicit by adding the plate and nodes denaoiingluster centroids and the associated
variances (Figl.5 middle level). However, usually we do not know the number of clusters and
where the centroids lie; in that case we can use a non-parametric Bayesian prior model to introduce
a distribution over the space of all possible centroid sets (Efy.top level). By this modular
construction, we end up with a graphical model that corresponds to an infinite mixture model, as
depicted in Figl.5. As you will see shortly, this graphical model is actually the formal foundation
of a haplotype inference model we will develop in this thesis.

In summary, the graphical model framework provides a clean mathematical formalism that has

made it possible to understand the relationships among a wide variety of network-based approaches



1.2 Thesis Overview

} non-parametric prior

K e
Infinite mixture components
@ (e.g., populational genetic patterns)

7 — X

@ @ Likelihood models

@ (e.g.. individual genetic patterns)
N

Figure 1.5: A graphical model representation of an infinite mixture model for complex populational genetic patterns.

to statistical computation, and in particular to understand many domain-specific statistical inference
algorithms and architectures as instances of a broad probabilistic methodology. These features of
graphical models help to greatly simplify the design of complex probabilistic models needed for our

problems, and hopefully also make them easier to understand.

1.2 Thesis Overview

1.2.1 The Problem

In silico motif detection is the task of identifying potential motif patterns from DNA sequences using

a pattern recognition program. Most contemporary motif detection algorithms were originally moti-
vated by promoter analysis of yeast or bacteria genomes, which in general have a simple motif struc-
ture and organizatiofBailey and Elkan, 19954 awrence and Reilly, 199Qawrenceet al, 1993

Liu et al, 1995 Hugheset al,, 200Q Liu et al, 2001. Therefore, these algorithms usually em-

ploy a naive approach for motif modeling, which typically assumes that, locally, the probabilities
of the nucleotides at different sites within a motif are independent of each other; and globally,
instances of motifs are distributed uniformly and independently in the regulatory sequence. In
most cases, such an approach does not incorporate any prior knowledge of motif structures and
motif organizations, even though there is a wealth of valuable information regarding these prop-

erties present in the biological community. These deficiencies, although well recognized very
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1.2 Thesis Overview

early on, did not become a practical performance bottleneck (due to the small size and mod-
est complexity of the study sequences being considered) until the recent completion of several
grand sequencing projects that involve much more complex multicellular higher eukaryotes, such
as Drosophilaand humar{Venteret al, 2004]. With the availability of genomic sequences of
these complex organisms, contemporary research in functional genomics is moving toward under-
standing the mechanisms and coding schemes of gene regulation networks driving biological pro-
cesses unique to complex organisms, such as embryogenesis, differentiation, etc., which bear great
relevance to medical and pharmaceutical interfigtsrksteinet al, 2002 Bermanet al., 2002
Michelson, 200 A hallmark of the gene regulatory sequences of higher eukaryotes is the remark-
able sophistication of the control program they employ to direct combinatorially fine-tuned gene
expression in a time- and space-specific mafBevidson, 200l The presence of highly sophis-
ticated deterministic and stochastic constraints on motif deployment and the diverse categorization
of motif structures in the aforementioned control programs, and the enormous size of the regula-
tory sequences in which motifs must be found, render existing methods inadequate for uncovering
motif signals from the complex genomic background. More powerful models and computational
algorithms are needed to cope with such challenge.

For autosomal loci in the genome of diploid organisms, when onlygémotypesof mul-
tiple SNPs for each individual are provided, the haplotype for those individuals with multiple
heterozygous genotypes is inherently ambiguldtisrk, 1990 Hodgeet al, 1999. The prob-
lem of inferring haplotypes from genotypes of SNPs is essential for the understanding of ge-
netic variations within and among populations, with important applications to the genetic analy-
sis of disease propensities and other complex tféitark, 2003. The problem can be formu-
lated as a mixture model, where the set of mixture components corresponds to the pool of hap-
lotypes in the populatiofExcoffier and Slatkin, 1995Niu et al, 2002 Stephenset al., 2001,
Kimmel and Shamir, 2044 The size of this pool is unknown; indeed, knowing the size of the pool
would correspond to knowing something significant about the genome and its history. Extant meth-

ods have largely bypassed explicitly modeling the uncertainty of this important quantity. Speaking
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1.2 Thesis Overview

under a broader context, this problem is closely related to the perennial problem of "how many
clusters?” in the clustering literature, and is particularly salient in large data sets where the number
of clusters needs to be relatively large and open-ended. Current approaches based on fixing the
number of clusters and using the mixing proportions or an information-theoretic score to gauge the
appropriate number are clearly not adequate.

For many bioinformatics problems, including the problems we address in this thesis, proba-
bilistic models have an inherent appeal, because they provide an elegant and powerful methodology
to formulate various types of important problems such as classification, clustering, prediction and
reasoning under uncertainly, and can systematically handle issues such as missing values, noisy
data, prior knowledge, data fusion, eftauritzen and Sheehan, 2Q0®rdan, 2004 However,
large-scale probability models, as are often needed in bioinformatics problems, have outgrown the
ability of current (and probably future) exact inference algorithms to compute posteriors and learn
parameters. This is particularly true for the models developed in this thesis, which involve high-
dimensional Bayesian missing data problems. Although Monte Carlo algoriithitks et al., 1994
enjoy asymptotic correctness, and are often easy to implement, their prohibitive computational cost
renders them practically infeasible for some of the challenging problems, as we encountered in
motif detection. Some extant deterministic approximate inference algorithms, such as loopy belief
propagatior{Pearl, 1988Murphy et al., 1999, provide an alternative solution, but their generality

and quality remain an open problem, which hinders their widespread application.
1.2.2 Contributions of This Thesis

In this thesis, we present a modularly designed hierarchical Bayesian Markovian model for motif
detection in complex genomic sequences. This model, referred t®&©OS, captures the de-
pendency structure of regulatory elements at two levels: the conservation dependencies between
sites within motifs, and the clustering of motifs into regulatory modules. In order to uncover un-
known motifsde novofrom higher eukaryotic genomes based solely on un-curated sequence data

(a realistic scenario we have to face in animal genome annotati@@0S employs a mixture of
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1.2 Thesis Overview

profile motif models, which can be trained on biologically identified motifs categorized according
to protein-binding mechanisms and which can serve as a structured Bayesian prior for a probabilis-
tic motif representation. Such a model biases the likelihoods of nucleotide strings toward those
corresponding to biologically meaningful motifs rather than trivial patterns recurring in the ge-
nomic sequence, but does so withaytriori committing to any specific consensus sequences. To
our knowledge, this is the first model that enabdiesnovomotif detection to benefit from prior
knowledge of biologically identified motifs, and classifies motifs based on protein binding mecha-
nisms. To model the locational organization of motifs in the gend@&;0S also uses a hidden
Markov model (HMM) to encode the syntactic rules of motif dependencies, with model parameters
smoothed under empirical Bayesian priors. Using the graphical model formalism, the aforemen-
tioned model ingredients addressing different aspects of motif properties can be integrated into a
composite joint probabilistic model. The modular architecture @G0OS manifests a principled
framework for developing, extending and computing expressive biopolymer sequence models.

The second result is an extension of the finite mixture models to the more flexible paradigm of
countably-infinite mixture models. We present a nonparametric Bayesian model using the Dirichlet
process prior, in the context of SNP haplotype inference for multiple SNPs. The model, which is
referred to a®P-haplotyper defines a prior distribution over both the centroids and the cardinality
of a mixture model, that is, the identities and the numbers of the possible haplotypes in a population
(rather than setting the number of haplotypes t@adiocfixed constant in extant models). It also
employs a flexible likelihood model for each haplotype (i.e., each mixture component) to model
the relationship between the haplotypes and the genotypes. As a result, DP-haplotyper accommo-
dates growing data collections as well as noisy and/or incomplete observations during experimental
genotyping, and imposes an implicit bias toward a small variety of haplotypes (i.e., a small number
of centroids in the mixture model terminology) which is reminiscent of parsimony methods. This
model outperforms the state-of-the-art haplotyping program, and is very promising as a building
block for expressive models necessary in more complex problems related to SNP analysis.

Finally, the thesis presents a generalized mean field (GMF) theory for variational inference in
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1.2 Thesis Overview

exponential family graphical models (to be defined in the sequel). A GMF method uses a fam-
ily of tractable distributions defined on arbitrary disjoint model decompositions to approximate an
intractable distribution, and solves the optimal approximation using a generic message passage pro-
cedure provably convergent to globally consistent fixed points of marginals and leading to a lower
bound on the likelihood of observed data under the distribution. This framework generalizes several
previous studies on model-specific structured variational approximation, yet specializes a previous
study suggesting non-disjoint model decompositions, and appears to strike the right balance be-
tween quality of approximation and computational complexity. This algorithm has been used as
the main inference engine for motif detection usingltsOS model. The thesis also shows that

the task of model decomposition, which is a prerequisite for the GMF algorithm, can be automated
and optimized using graph partitioning; it demonstrates the empirical superiority of a minimal cut
over other partition schemes, as well as giving theoretical justifications. This combination of GMF
inference with combinatorial optimization represents an initial foray into the development of a truly

turnkey algorithm for distributed approximate inference with bounded performance.
1.2.3 Importance for Bioinformatics, Computer Science and Statistics

The immediate use of these models and algorithms is in allowing us to develop software for solving
certain long-standing computational genomics problems, specifically, motif detection and haplo-
type inference, under realistic and complex biological contexts, with noisy and incomplete mea-
surements, and in light of empirical prior knowledge as well as theoretical insight from biological
literature.

Biological systems are intrinsically complex and stochastic. In recognition of this, we have
strived to develop large-scale mathematical models using principles of probability theory, graph
theory and information theory to capture and appropriately handle these issues. It is our belief
that the lack of mathematical sophistication in many extant bioinformatics models and programs is
a concession to computational complexity, rather than a reflection of the biological reality of the

systems or mechanisms under study. As a step toward dealing with these realities, this thesis also
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1.2 Thesis Overview

concentrates on exploring computational techniques that can reliably and efficiently solve challeng-
ing large-scale probabilistic models.

Throughout the thesis, the formalism of probabilistic graphical models has been used to con-
struct problem-specific Bayesian models, and guide the implementation of computational algo-
rithms for inference and learning in solving the associated computational biology problem. The
longer term value of this thesis and the most important idea from it, we would hope, is that, in
certain problem domains, one can use probabilistic graphical models from beginning to end as a
general-purpose modeling language to systematically, modularly, and formally build large-scale
models for a complex domain individe-and-conqueand bottom-up fashion, avoiding being en-
tangled in the immensely complex and often messy details one has to face in these domains; and
to exploit the availability of general-purpose inference and learning algorithms for graphical mod-
els. As you proceed, the creation of @ GOS model from theMotifPrototyperand CisModuler
models, and the elaboration B&di-haplotyperfrom the basidP-haplotyperhopefully serve as
motivating examples.

We would particularly like to point out that, when pursuing probabilistic (in particular, Bayesian)
approaches to complicated statistical problems, such as those in the biological domain, it is helpful,

conceptually, to distinguish two separate issi&isphens and Donnelly, 2003

e Themodel(e.g., prior distribution or likelihood function) for the quantities of interest. Exam-
ples (detailed shortly in the technical section) include, special prior models fpodigonal
weight matriceof motifs, or for theancestral haplotype templates$ individual haplotypes.

For a given data set, different model assumptions will in general lead to different posterior

distributions and hence to different estimates.

e Thecomputational algorithm used. For challenging problems, including the ones addressed
in this thesis, the posterior distribution cannot be calculated exactly. Instead, computational
methods — such as a variational inference algorithm, or Monte Carlo algorithms — are used

to approximate it. Different computational tricks, or different settings of the “free knobs” in
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1.2 Thesis Overview

the algorithms (e.g., number of iterations, convergence test, etc.), will change the quality of

the approximation to the true posterior.

Not separating these two aspects in the face of a complex problem can be counter-productive. For
example, it is not unusual to see summary sentences or listings like “we compare our algorithm
TIGERwith the extant algorithm€AT, EM, the Gibbs sampler, and the hidden Markov model ...",
which is technically confusing and misleading, and strictly speaking, formally inappropriate. It ob-
scures the technical ingredients of each algorithm, and conceals possible distinctions (or very often,
lack of technical distinctions) between different algorithms—be it a model distinction, an algorith-
mic distinction for computation, or a distinction in the implementation. For instance, algorithm
“TIGER” may also employ a Gibbs sampling algorithm for computation, and the “EM” and “Gibbs
sampler” may have adopted the same probabilistic model. This blurring can cause unnecessary
confusion when analyzing different models and possible duplication of previous work, and makes
it difficult for practitioners or end-users to pick the appropriate algorithm for a certain task, and
for developers to identify technical aspects subject to improvement. In this thesis, we intentionally
make explicit these two aspects of computational probabilistic methodology in the exposition of
existing and new models and algorithms.

The main theme of this thesis is the application of statistical machine learning approaches to
computational biology. However, computational biology is not about simple matching between
textbook algorithms and biological datasets. Close interactions between well-designed biological
experiments and elegant yet realistic formulation of the mathematical models, as well as the de-
velopment of efficient algorithms, are all essential to computational biology research. This thesis
attempts to reflect the intimate interactions between biological concepts, mathematical formalisms,
and computational algorithms, via an exposition that starts from highly problem-specific modeling
efforts, followed by generalizations and combinations thereof, and eventually motivates an attempt
to develop a generic computation technique. We believe that progress in the fields of machine learn-
ing and in biological research can be synergistic. Insights gained from theoretical and algorithmic

research in machine learning can bring a new perspective and tools for studying biological objects,
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1.3 Technical Results of This Thesis

and can foster new applications. On the other hand, biological research, facing systems of immense
complexity and stochasticity rarely encountered elsewhere, challenges advanced mathematical and
computational techniques for analysis and interpretation, and could lead to new developments that
find broader application in fields outside biology that involve predictive understanding, learning and

reasoning under uncertainty.

1.3 Technical Results of This Thesis

1.3.1 A Modular Parametric Bayesian Model for Transcriptional Regulatory Se-
quences
Most conventional motif models lack a clean formalism for imposing useful controls over where to
search for motifs (hence, all regions are taken as equally likely to harbor motifs) and what substring
patterns are preferred over others as candidate motifs (therefore, all recurring substring patterns are
equally likely to be accepted as functionally meaningful motifs). In Chapter 2, we propose a princi-
pled framework for introducing such controls for motif modeling. The goal is to develop a formal-
ism that is expressive (in terms of being able to capture the internal structures, organizational rules,
and other properties of motifs, and readily incorporating prior knowledge about these properties
from biological literature), yet mathematically and algorithmically transparent and well-structured,
hence simplifying model construction, computation and extension. Based on the product rule of the
joint probability in the graphical model formalism, we outline the formal architecture of a modular
motif model with the following three components: tloeal alignment modelwhich captures the
intrinsic properties within motifs, including characteristic position weight matrices (PWMs) and
site dependencies; tlggobal distribution modelwhich models the frequencies of different motifs
and the dependencies between motif occurrences in a sequence; aadkmund modelvhich
defines the distribution of non-motif nucleotide sequences. The model components can be designed

separately, and then fused into a consistent, more expressive joint model.
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1.3.1.1 Profile Bayesian models for motif sequence pattern

Itis well known that the DNA-binding domains of gene-regulatory proteins fall into several distinc-
tive classes, such as the zinc-finger class or the helix-turn-helix class. This classification strongly
suggests that different motif patterns with different consensus sequences may share some local
structural regularities intrinsic to a family of different motifs corresponding to a specific class of
DNA-binding proteins.

In Section§2.4, we address the problem of modeling generic featurestrotturally but not
textuallyrelated DNA motifs, that is, motifs whose consensus sequences are entirely different, but
nevertheless share “meta-sequence features” reflecting similarities in the DNA binding domains of
their associated protein recognizers. We present MotifPrototyper, a profile hidden Markov Dirichlet-
multinomial (HMDM) model that is able to capture regularities of theeleotide-distribution pro-
totypesand thesite-conservation couplinggpical to a particular family of motifs that correspond
to regulatory proteins with similar types of structural signatures in their DNA binding domains.
Central to this framework is the idea of formulating a profile motif model as a family-specific struc-
tured Bayesian prior model for the PWMs of motifs belonging to the family being modeled, thereby
relating these motif patterns at theeta-sequence level

The HMDM model assumes that positional dependencies within a motif are induced at a higher
level among a finite number of informative Dirichlet priors, rather than directly between the position-
specific distributions (which are generally set to be multinomials) of the nucleotides of the sites
inside a motif. Under this framework, one can explicitly capture meta-sequence features, such
as different conservation patterns of nucleotide distribution (e.g., lenggeneousr heteroge-
neou$, and the 1st-order Markov dependencies of such patterns between adjacent sites. In general,
the HMDM model can be used to formally encode prior knowledge about the intrinsic structure of a
family of different motifs sharing meta-sequence features, by learning the parameters of the model
from experimentally identified motifs of the family. This can be done by using a stochastic EM al-
gorithm to compute the empirical Bayes estimate of the parameters. The result is a family-specific

Bayesian profile model that implicitly encodes meta-sequence features shared in this family.
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We then show how the family-specific profile HMDMs, or MotifPrototypers, can be used to
classify aligned multiple instances of motifs into different classes each corresponding to a certain
class of DNA-binding proteins; and most importantly, how a mixture model built on top of multiple
profile models can facilitate a Bayesian estimation of the PWM of a novel motif. The Bayesian
estimation approach connects biologically identified motifs in the database to previously unknown
motifs in a statistically consistent way (which is not possible under the single-motif-based repre-
sentations described previously) and tudesnovomotif detection, a task conventionally cast as an
unsupervisedearning problem, into aemi-unsuperviselgarning problem that makes substantial
use of existing biological knowledge.

A recent paper by Baragt al. proposes several expressive Bayesian network representations
(e.g., tree network, mixture of trees, etc.) for motifs, which are also intended for modeling de-
pendencies between motif sitBBarashet al, 2003. An important difference between these two
approaches is that, in Barash’s Bayesian network representations, the site-dependencies are modeled
directly at the level of site-specific hucleotide distributions in a “sequence-context dependent” way;
whereas in the HMDM model, the site-dependencies are modeled at the levepoibihdistribu-
tions of the site-specific nucleotide-distributions in a “conservation-context dependent” way. Thus,
Barash’s motif models have one-to-one correspondence with particular motif consensus patterns,
and need to be trained on an one-model-per-motif basis. On the other hand, the HMDM model
corresponds to a generic signature structure at the meta-sequence level; it is not meant to commit
to any specific consensus motif sequence, but aims at generalizing across different motifs bearing
similar conservation structures. In terms of the resulting computational tagk movomotif de-
tection, Barash’s model needs to be estimated inresupervisedashion and makes no use of the
biologically identified motifs in the database, whereas the HMDM model helps to turn the model
estimation task into aemi-unsuperviseldarning problem that draws a connection between novel
motifs to be found and the biologically identified motifs via a shared Bayesian prior, so that the pat-

terns to be found are biased toward biologically more plausible motifs. It is interesting to note that
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these two approaches are complementary in that Barash’s models provide a more expressive likeli-
hood model of the motif instances, and the HMDM model can be straightforwardly generalized to
define a prior distribution for these more expressive models (e.g., replacing the Markov chain for
the prototype sequence in the HMDM model with a tree model and/or introducing Dirichlet mixture

priors for the parameters of Barash’s models).
1.3.1.2 Bayesian HMM for motif organization

In complex multi-cellular organisms such as higher eukaryotes, the distribution of motif strings
in the genome often follows a general principle called modular organization. That is, the motifs
that are involved in regulating the expression of a given gene are not distributed uniformly and at
random in the regulatory region of the gene. Instead, they are organized into a series of discrete se-
guence regions calletls-regulatory modules, each of which controls a distinct aspect of the gene.
Within each module certain combinations of motifs occur with increased frequency; these motifs
are capable of integrating, amplifying, or attenuating multiple regulatory signals via combinatorial
interaction with multiple regulatory proteins. This architecture is somewhat analogous to the gram-
matical rules we use to synthesize natural language from words. A motif detection algorithm that
ignores these syntactic rules often fails to correctly score true signals in a motif-dense region but on
the other hand is sensitive to false positives in the background region.

Taking an approach that has been widely adopted in many language and sequence segmentation
problems, we assume that underlying each sequence of nucleotides is a 1st-order hidden Markov
model, whose realizable state sequences correspond to segmentations of the DNA sequence. For
states corresponding to motif sites, the PWM of the corresponding motif is used to define the emis-
sion probabilities of observed nucleotides. For a non-motif state, it is assumed that probability of
the corresponding nucleotide/sh-order Markovian. What is unique about this specialized HMM
model, which we refer to as CisModuler, is the design of the state space of the hidden variables,
which corresponds to a rich set of possible functional annotations of each position in the transcrip-

tional regulatory sequences; and the state-transition scheme, which encodes the stochastic syntactic
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rules of the CRM organizations of motifs known from the literature. Also somewhat novel is that
this model is trained in a semi-unsupervised fashion, from unlabeled sequences under a Bayesian
prior centered around empirical guesses of state transition probabilities. Thus, soft controls over the
distances between motif instances and motif modules, and over their dependencies, can be imposed
based on empirical knowledge from some reasonable sources (e.g., domain experts, literature, etc.),
and, due to the Bayesian approach, are subject to dominance by (rather than over) the evidence

when the study data is abundant.
1.3.1.3 The LOGOS model

A combination of the MotifPrototyper and CisModuler models, using the product rule of joint prob-
ability in a graphical model, leads to a novel Bayesian model that is significantly more expressive
than any extant motif detection model. Itis referred th@&OS, for integrated_O cal andGlObal
motif Sequence modél.In LOGOS, the functional annotations of a DNA sequence that determine
the motif locations and modular structures are determined by a CisModuler HMM model; but the
emission probabilities of the motif states, or the PWMs of the motifs, are assumed to be generated
from the MotifPrototyper model or a mixture of MotifPrototypers, whereby prior knowledge re-
garding both global motif organization and local motif structure is incorporated. As in other recent
motif models, the background model usedlfyGOS is a local 3rd-order Markov model. Under
the trained prior model$,0GOS performsde novamotif detection in a semi-unsupervised fashion.
Note thatLOGOS defines a very general framework for modeling gene regulatory sequences,
using a modular graphical model. Each module can be designed separately to model different
aspects of the motif properties and can be updated without overhauling the whole model. The
Bayesian missing data problem associated W{IHGOS is a challenging computational problem
that cannot be handled by extant exact inference algorithms. Nevertheless, the modular structure

of theLOGOS model motives a divide-and-conquer approach for approximate inference using the

2Not to be confused witHogo,’ a graphic representation of an aligned set of biopolymer sequences first introduced by
Tom SchneidefSchneider and Stephens, 1996 help in visualizing the consensus and the entropy (or “information”)
patterns of monomer frequencies.l@go is not a motif finding algorithm, but is often used as a way to present motifs
visually.
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GMF algorithm (described shortly). GMF essentially couptesal exact inference computations

for each submodel AfOGOS using an iterative procedure, and leads to a variational approximation
to the Bayesian estimation. The theoretical and algorithmic issues of variational inference in general
and of GMF in particular are addressed in Chapter 4.

Thanks to the flexibility of assembling a full motif model with different combinations of sub-
models under theOGOS framework, several variants of th®GOS model that differ in model
expressiveness (e.g., MotifPrototyper + CisModuler, PWMs + uniform global model, etc.) are con-
structed to examine the performance gain (or loss) due to different model components. There is
strong evidence that improvements introduced in this thesis on both the local aspect (i.e., Motif-
Prototyper over the independent PWMs) and the global aspect (i.e., CisModuler over the uniform
model) of the motif model improve performance. Due to the lack of a sufficient number of well
annotated human regulatory sequences for model evaluation, validations are primarily conducted
on yeast androsophilaDNA sequences. It is evident that on both the regulatory sequences of
yeast and those @rosophila—whose sizes and complexity are comparable to that of human—the

LOGOS model outperforms the popular MEME and AlignACE algorithms.
1.3.2 A Non-Parametric Bayesian Model for Single Nucleotide Polymorphisms

The problem of inferring haplotypes from genotypes of single nucleotide polymorphisms can be
formulated as a mixture model, where the mixture components correspond to the haplotypes in
the population. The size of the pool of haplotypes is unknown, and biologically, a parsimonious
bias toward a more compact haplotype reconstruction (i.e., a pool with smaller number of distinct
population haplotypes sufficient for explaining the genotypes) is desired. Thus methods for fitting
the genotype mixture must crucially address the problem of estimating a mixture with an unknown
number of mixture components and the parsimony bias. Chapter 3 presents a Bayesian approach
to this problem based on a nonparametric prior known a®ikiehlet procesdFerguson, 1973

which attempts to provide more explicit control over the number of inferred haplotypes than has

been provided by the statistical methods proposed thus far. The resulting inference algorithm has
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commonalities with parsimony-based schemes.

In the setting of finite mixture models, the Dirichlet process—not to be confused with the
Dirichlet distribution—is able to capture uncertainty about the number of mixture compdisats
cobar and West, 2002 The basic setup can be explained in terms of an urn model, and a process
that proceeds through data sequentially. Consider an urn which at the outset contains a ball of a
single color. At each step we either draw a ball from the urn, and replace it with two balls of the
same color, or we are given a ball of a new color which we place in the urn, with a parameter
defining the probabilities of these two possibilities. The association of data points to colors defines
a “clustering” of the data. As pointed out Byavare and Ewen994, this process is not only a
mathematically convenient model to deal with uncertainty of the cardinality of a mixture model, but
it indeed corresponds to an interesting metaphor of “biological evolution without selection.”

To make the link with Bayesian mixture models, we associate with each color a draw from
the distribution defining the parameters of the mixture components. This process dgfitas a
distributionfor a mixture model with a random number of components. Multiplying this prior by a
likelihood yields aposterior distribution In Chapter 5, Markov chain Monte Carlo algorithms are
developed to sample from the posterior distributions associated with Dirichlet process priors.

The usefulness of this framework for the haplotype problem should be clear—using a Dirich-
let process prior we in essence maintain a pool of haplotype candidates that grows as observed
genotypes are processed. The growth is controlled via a parameter in the prior distribution that cor-
responds to the choice of a new color in the urn model, and via the likelihood, which assesses the
match of the new genotype to the available haplotypes. This latter point also manifests an advantage
of the probabilistic formalism in that it is straightforward to elaborate the observation model for the
genotypes to include the possibility of errors. Trading off these errors against the size of the pool of
haplotypes can be gauged in a natural and statistically consistent way. Overall, the Dirichlet process
mixture naturally imposes an implicit bias toward small ancestral pools during inference (reminis-
cent of parsimony methods), and does so in a well-founded statistical framework that permits errors.

We call the this non-parametric Bayesian mod&+-haplotyper
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The state-of-the-art algorithm for haplotype inference is the algorithm known as “PHASE.”
The performance of DP-haplotyper is equivalent to PHASE on the easier phasing problems that we
study, and improves on PHASE for the hardest problem; also DP-haplotyper requires less compu-
tation time. It also provides an upgrade path to models that permit recombination and incorporate
pedigrees as we outline in sectig®3, and can potentially generalize to linkage analysis and other
population genetics problems. Thus, DP-haplotyper serves as a promising building block for more

expressive models necessary for more complex problems.
1.3.3 The Generalized Mean Field Algorithms for Variational Inference

A critical limitation of using sophisticated probabilistic models for complex problems has been
the time and space complexity of the inference and learning algorithms. For example, to predict
motif locations and estimate motif PWMs under t@GOS model, one has to manipulate (e.qg.,
marginalize) a posterior distribution over the Cartesian product of a continuous state space and a
discrete one, both of very high dimension. Such computations are prohibitively expensive for any
exact algorithms. Although applying Monte Carlo algorithms is possible, efficiency and perfor-
mance concerns motivated us to pursue deterministic approximation methods based on a variational
calculus technique.

In Chapter 4, we present a class of generalized mean field algorithms for approximate inference
in exponential family graphical models. GMF is analogous to cluster variational methods such
as generalized belief propagation (GBP). While those (GBP) methods are based on overlapping
clusters of variables in the model to define local marginals to be approximated and messages to
be exchanged among local marginals, GMF is based on nonoverlapping variable clusters. Unlike
the cluster variational methods, GMF is proved to converge to a globally consistent set of cluster
marginals and a lower bound on the likelihood, while providing much of the flexibility associated
with cluster variational methods.

Given an arbitrary decomposition of the original model into disjoint clusters, the GMF algo-

rithm computes the posterior marginal for each cluster given its own evidence aedpeeted
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1.3 Technical Results of This Thesis

sufficient statisticsobtained from its neighboring clusters, of the variables in the cluster’s Markov
blanket (to be defined in the sequel) — thence referred to as the Markov blanket messages. The al-
gorithm operates in an iterative, message-passing style until a fixed point is reached. We show that
under very general conditions on the nature of the inter-cluster dependencies, the cluster marginals
retain exactly the intra-cluster dependencies of the original model, which means that the inference
problem within each cluster can be solved independently of the other clusters (given the Markov
blanket messages) by any inference method.

One way to understand the algorithm is to consider a situation in which all the Markov blanket

variables of each cluster are observed. In that case, the joint posterior decomposes:

p(X017 cee 7XCn’XE) = Hp(xc7‘MB(XC7)7 in,qu)7
%

where MB(x.,) denotes the Markov blanket of clustéf, andx;, -, denotes the evidence node
within clusteri. GMF approximates this situation, using the expected Markov blanket (obtained
from neighboring clusters) instead of an observed Markov blanket and iterating this process to
obtain the best possible “self-consistent” approximation.

In its use of expectations in messages between clusters, GMF resembles the expectation propa-
gation (EP) algorithniMinka, 2001, but in the basic EP algorithm the messages convey the influ-
ence of only a single variable. In providing a generic variational algorithm that can be applied to a
broad range of models with convergence guarantees, GMF resembles \B&HESpet al., 2009,
whose original version was based on a decomposition into individual variables, and later generalized
to allow more coarse-grained disjoint decompositions similar to what we used for{ 8istop and
Winn, 2003. Thus GMF is a generic algorithm suitable for approximate inference in large, complex
probability models.

Disjoint clusters have another virtue as well, which is explored in the second half of Chapter 4
— they open the door to a role for graph partitioning algorithms in choosing clusters for inference.
We provide a preliminary formal analysis and a thoroughgoing empirical exploration on how to

choose a good patrtition of the graph automatically using graph partitioning algorithms, so that the
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1.4 Thesis Organization

entire GMF inference algorithm can be implemented in a fully autonomous way, with little or no
human intervention. We present a theorem that relates the weight of the graph cut to the quality of
the bound of GMF approximation, and study random graphs and a variety of settings of parameter
values. We compare several different kinds of partitioning algorithms empirically and the results
turn out to provide rather clear support for a clustering algorithm based on minimal cut, which is
consistent with implications drawn from the formal analysis.

The combination of GMF inference with graph partitioning based on combinatorial optimiza-
tion make it possible to develop truly turnkey algorithms for distributed approximate inference with

bounded performance.

1.4 Thesis Organization

The thesis stands at the intersection of several areas, namely, computer science, statistics, molecular
biology and genetics, and draws heavily on statistical machine learning, Bayesian statistics, opti-
mization theory, graph theory, and various biology-related sub-areas. Nonetheless, the reader is not
assumed to have a thorough background in any of these areas, but a general knowledge of the basic
concepts and techniques (e.g., discrete and continuous probability, EM algorithms, etc.) and | have
made some effort to make the thesis readable to a general audience in machine learning, statistics,
and computational biology.

Chapters 2-5 present the main contributions in this thesis. Chapters 2, 3, and 4 are self-contained
and can be read separately from the rest, whereas Chapter 5 should be read in the context of Chap-
ters 2 and 3. Chapter 2 describes a modular parametric Bayesian model for motif detection in
complex genomes. Chapter 3 presents a non-parametric Bayesian model for inferring the haplo-
types of SNPs in a population. Chapter 4 presents a generalized mean field theory and algorithm
for variational inference in exponential family graphical models (to be defined in the sequel) and its
application to motif detection using the models developed in Chapter 2. Chapter 5 provides Monte
Carlo algorithms for inferring motifs and haplotypes based on models in Chapters 2 and 3.

Those readers most interested in novel motif detection techniques as well as a detailed overview
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1.4 Thesis Organization

of extant methods are advised to read Chapter 2 first and then chapter 4 and section 2 of Chapter
5. Those interested in new models for haplotype inference should start with Chapter 3 and continue
to sections 3-5 of Chapter 5. Those interested in approximate inference theory and algorithms are
advised to read Chapter 4, and then Chapter 2 as an instance of large-scale application.

Chapter 6 summarizes the results of this thesis, draws a few conclusions and presents a set of
open questions and directions for further investigation.

Some of the material in this thesis has appeared befddémg et al, 2003a Xing et al., 2003h
Xing et al,, 2004a Xing et al., 2004¢ Xing et al., 2004k Xing and Karp, 200k
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Chapter 2

Modeling Transcriptional Regulatory
Sequences for Motif Detection

— A Parametric Bayesian Approach

Motifs are short recurring string patterns scattered in biopolymer sequences such as DNA and
proteins. The characteristic sequence patterns of motifs and their locations often relate to important
biological functions, such as serving as tieelements for gene regulation or as the catalytic sites
for protein activity. The identification of motif sites within biopolymer sequences is an important
task in molecular biology and is essential in advancing our knowledge about biological systems.

It is well known that only a small fraction of the genomic sequences in multi-cellular higher or-
ganisms constitute the protein coding information of the genes (e.g., only 1.5% for human genomes
[Albertset al, 2009), whereas the rest of the genome, besides playing purely structural roles such
as forming the centromeres and telomeres of the chromosomes, contains a large number of short
DNA maotifs that make up the immensely rich codebook of the gene regulation program, known as
the cis-regulatory systerfBlackwood and Kadonaga, 199Bavidson, 200[L It is believed that
this regulatory program determines the level, location and chronology of gene expression, which
significantly, if not predominantly, contributes to the developmental, morphological and behavioral
diversity of complex organisni®avidson, 200]L

For proteins, functional specificities are usually realized by the presence of sporadic, but struc-

turally pivotal and/or biochemically reactivactivity sitesin the amino acid sequencéisockless
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2.1 Biological Foundations and Motivations

and Ranganathan, 1999 et al, 2003. Therefore, proteins with very different overall sequences
and structures can fall into common functional categories, sugmaseandmethylaseand bear
common polypeptide motifs (which constitute the activity sites) embedded in diverse sequence and
structural environments. Polypeptide motifs are regarded as signatures of unique biophysical and
biochemical functions. Due to the functional importance of polypeptide motifs to their host pro-
teins, they usually represent regions in protein sequences that resist drift and are prone to stabilizing
selection[Page and Holmes, 19R8Thus, protein motifs provide important clues to understanding
the function and evolution of proteins and organisms.

Motifs can be identified via “wet lab” biological experiments, such as DNAase protection assay
(for DNA motifs) [Ludwig et al., 2004 and site-specific mutagenesis (for protein mofif&ldimann
etal, 1994, which are often very labor-intensive and time-consuming, but arguably most reliable in
the biological sense (although in some cases the truthfulnéssitfo assays or mutational pertur-
bation results with respect to biological reality is debatable). The best collections of experimentally
identified and verified motifs can be found in the TRANSFAC and the PROSITE datdhsises
genderet al, 200Q Sigristet al, 2004. But since experimental motif identification is often very
expensive and tedious, with the rapid accumulation of genomic sequence information from more
and more species, advances in molecular biology call for the development of more cost-effective,
computation-based methods for motif detection directly from the sequence data. In this chapter, we
review previous advances and extant methods in this direction and present a new Bayesian approach
we developed. Some of the material in this chapter has appeared befotmdnet al, 2003a
Xing et al., 2004k Xing and Karp, 200k To simplify our exposition, we use DNA motif detection
as a running example, but it should be clear that the models we present are readily applicable to

protein motifs.

2.1 Biological Foundations and Motivations

Transcription, the process of making a single-stranded RNA molecule using one of the two DNA

strands of a gene sequence as a template, is exquisitely but robustly controlled by the interactions
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2.1 Biological Foundations and Motivations

between the transcription factors that bind tigregulatory elements in DNA, the basal transcrip-
tional apparatus, additional co-factors, plus the influences from the chromatin structurdsiFig.

An initial step in the analysis of the function and behavior of any gene is the identification of ge-
nomic regions that might harbor tls-regulatory elements, and the elucidation of the identities

and organization of these elements.
gene regulatory sequences
u w
I‘.I e ¥ & ¢ ®
spacer DNA I'\' ha ' =
¥

general transcription
factors

' gene regulatory RNA polymerase

proteins

e = TATA box

upstream  — | start of
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Figure 2.1: Motif recognition and transcriptional regulation.

DNA motifs can be recognized by specific regulatory proteins, which relay complex regulatory
signals to the basal transcriptional machinery made up of an RNA polymerase and general tran-
scriptional factors via physical interactions, and accordingly turn on/off or fine-tune the expression
of a gene[Ptashne and Gann, 199{Fig. 2.1). The specific motif-protein recognition underly-
ing the physical foundation of transcription regulation suggests that there exists a unique structural
complementarity between each motif sequence and the corresponding protein rec®oizeo
and Fields, 1998Stormo, 2000Benoset al, 2004. For a simple organism such as a bacterium,
the cis-regulatory systems usually contain a small number of motifs located closely proximal to
the transcription initiation sites of the genl@dbertset al, 2004. On the other hand, in complex
multi-cellular organisms such as higher eukaryotes, the distribution of motif sites in the genomic
sequences often follows a general principle catieadular organizatioDavidson, 200. The

top panel of Fig.2.2 shows a diagram of the regulatory region of fhesophila even-skipped
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2.1 Biological Foundations and Motivations

(eve) gene. This gene is involved in establishing the body segmentation ddnasgphilaem-
bryogenesis by expressing itself in different parts of the early embryo, know atripes(mid-

dle panel, Fig.2.2), at different times, to determine the developmental fate of the correspond-
ing stripes[Harding et al, 1989 Goto et al, 1989 Stanojevicet al, 1991 Small et al, 1996
Sackersoret al, 1999 Fujiokaet al, 1999. For example, the first two stripes shown in Fig2

will grow into the head of the animal, and the third one will become a pair of[l&jbert, 2003
Albertset al, 2004. As shown in this diagram, the motifs that are involved in regulating the expres-
sion of this gene are not distributed uniformly and at random in the regulatory region of the gene.
Instead, they are organized into a series of discrete sequence regionscsalegulatory mod-
ules(or CRMs), each of which controls a distinct aspect of the gene’s expression pattern, namely,
when, in which stripe, and in roughly how many copies it is to be transciibegtidson, 2001
Michelson, 200 This general architecture applies to most transcriptional regulatory sequences in

complex organisms, but does not apply to simple uni-cellular biological sysfeavidson, 200]L.
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A

Temporal-spatial expression pattern of even-skipped gene during embryogenesis
of Drosophila (fruit fly)

Figure 2.2: TheDrosophilaCRMs and their roles in early embryogenesis.

As mentionedin silico motif detection is the task of identifying potential motif patterns from
DNA sequences using a pattern recognition program. However, unlike another pattern recognition

problem on DNA sequences — gene finding — which searches for “macroscopic” entities such
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2.1 Biological Foundations and Motivations

as genes (or more precisely, exons of the genes) in the genome, motif finding focuses on “micro-
scopic” substring patterns embedded in a long stream of noisy background full of false positive
signals. To the best of our knowledge, most of the biologically verified motifs are very short (i.e.,
about6 ~ 30 monomers), stochastic (i.e., different instances of the same motif usually differ slightly

in sequence content, as detailed shortly2rR.1), and poorly structured (i.e., they contain no sub-
structure bearing universal sequence signatures such as the intron-exon junctions for genes). Thus,
a coarse-grained model, such as a generic HMM that captures a universal intron/exon boundary
signature and the overall nucleotide frequencies of coding sequences, as used in the GENESCAN
program[Burge and Karlin, 1997 is infeasible for detecting small and very diverse motif signals.
More specific models for short sequence patterns, which correspond to regulatory proteins that bear
unique functions, are necessary to represent and search for DNA motifs.

What distinguishes a motif sequence from other random patterns in the background? Besides
the fact that a motif has a recurring consensus polynucleotide pattern, numerous studies of the
biophysical mechanisms of DNA-protein binding underlying tietransregulatory interactions
reveal that a typical binding protein (e.g., a transcription factor with helix-turn-helix binding motifs
or tandem zinc-fingers) only interacts with a DNA maotif through a few highly specific amino acid-
nucleotide interactions, but is tolerant of variations in other $i#s/er, 1995Eisen, 2008 It is
also well known that for higher eukaryotic organisms, motifs usually cluster into JRislgdson,

2001]. Each CRM consists of a locally enriched battery of motifs occurring in a certain combination
and ordering, capable of enhancing or integrating multiple regulatory signals via concurrent physical
interaction with multiple TFdBermanet al, 2004. The spatial organization of CRMs in the
regulatory regions of the genes is also essential for coordinating gene activities. These features are
not directly reflected in the composition or consensus of a sequence pattern, and therefore can be
referred to asneta-sequence features

The meta-sequence features of motif structure and motif organization, which are believed to be
crucial in distinguishing biologically meaningful motifs from a random background or trivial re-

curring patterns, have raised significant challenges to conventional motif-finding algorithms, most
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2.2 Problem Formulation

of which rely on models that describe motifs only at their sequence level and use simplifying in-
dependence assumptions that decouple potential associations among sites within each single mo-
tif and among multiple instances of motifBailey and Elkan, 1995a8ussemakeet al., 200Q
Hugheset al., 200Q Liu et al, 2001 Gupta and Liu, 2008 Therefore, although there is much
success for motif detection on short, well curated bacterial or yeast gene regulatory sequences using
extant methods, generalization to longer, more complex and weakly characterized input sequences
such as those from higher eukaryotic genomes seems less immpgRligiatsenket al, 2002
Rajewskyet al., 2004. A recent survey by Eisef200d raises concerns over the inability of some
contemporary motif models to incorporate biological knowledge of global motif distribution, motif

structure and motif sequence composition.

2.2 Problem Formulation

2.2.1 Motif Representation

To formulate the motif detection problem, we begin with a brief discussion on how to represent a
motif pattern. The representations of motif patterns largely fall into two categories: deterministic
representations, and stochastic representations.

For concreteness, Fig.3 shows an example of a stretch of regulatory DNA sequence that
contains instances of multiple motifs. All the sub-strings highlighted with the same color in this
example correspond to the binding sites that can be recognized by the same TF. The simplest way
to represent a motif pattern corresponding to a TF is to consider each motif as a “word” — a de-
terministic substring pattern. However, as shown in Ri§, the instances of a motif are merely
“similar,” but not identical to each other. Thus some flexibility is needed to accommodate dis-
crepancies among instances of the same motif. Usually, biologists record a motif pattern using
a multiple alignmentof all the instances of a motif (Fi2.3a). An inspection of the alignment
shown in Fig.2.3a suggests that the word “TTTTTATG” may be a reasonable representation of this
motif because it records the most frequent nucleotide at each column of the alignment (although

nucleotides “T” and “A’ draw a tie at the 6th column). A word derived from a multiple alignment
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2.2 Problem Formulation

in this way is called aonsensu®f the motif [Stormo, 2000 In using a consensus sequence to
match additional instances of the motif it represents, some deviations, sécmiamatches with

the consensus (whefeis a small integer compared to the length of the consensusygagre
usually allowed between the instances and the consensiegufar expression— in the foregoing

case, “TTTTTXTG”, where “X” means “don’t care” — is another popular deterministic represen-
tation. It can be used to restrict the allowable mismatches to certain positions when matching for
motif instancedMehldau and Myers, 1993 There have been several approaches for motif de-
tection directly based on word enumeratipran Heldenet al, 1998 Sinha and Tompa, 2000

Bussemakeet al, 2004, some of which will be reviewed in the sequel.
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Figure 2.3: A close-up of motif instances and CRMs ibrasophilasequence.

Alternative to the deterministic representations, due to the stochastic nature of motif patterns,
it is also natural to consider motif instances as samples drawn from a stochastic representation,
which usually corresponds to a generative probabilistic model. For example, a motif can be rep-
resented by @osition weight matrifCardon and Stormo, 199®ertz and Stormo, 1996which
records the nucleotide frequencies at each column of the alignment. Pictorially, a motif pattern

can also be represented bysaguence logéSchneider and Stephens, 199 which the height
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2.2 Problem Formulation

of each column corresponds to the degree of conservativeness, measured by the entropy of the nu-
cleotide distribution at a column of the motif alignment; the height of each character in a column
relates to the relative frequency of the respective nucleotides in the corresponding position in the
motif (Fig. 2.3b). With a stochastic motif representation, one can rank the “strength” of matches

of candidate motif instances to a given motif representation with a score that bears probabilistic or
information-theoretic interpretation, such as likelihood or log d@&tsrmo, 200 In this thesis,

we focus on probabilistic representations of motifs and explore models and algorithms for learning

and prediction under such representations.
2.2.2 Computational Tasks forln Silico Motif Detection

The term “motif detection”, or “motif finding”, has been heavily loaded in the literature, often
with ambiguous meanings in terms of the exact nature of the intended computational task. To
avoid possible confusion in the forthcoming exposition, in the following we make explicit three
distinct, but related, computational tasks underlying a typical motif detection problem, and assign a
technically unambiguous handle to each.

First, given a set of experimentally identified instances of a certain motif (i.e., all the DNA seg-
ments elucidated from a DNAase-protection assay for a specific DNA-binding regulatory protein),
we call the task of extracting a motif representation, or a motif model, from suchracttirain-
ing. In machine learning terminology, motif training can be understood sgarvised learning
problem, and the aforementioned set of instances of the moitif is caltathang set As elaborated
in the sequel, depending on the choice of motif representation, different approaches can be used for
motif training, which typically begins with a multiple alignment of all the instances in the training
set, followed by specific procedures to learn the representations, such as a regular expression, a
consensus, or a probabilistic model, from the resulting alignment. In particular, when a motif patten
is represented as a probabilistic model (e.g., the local models in the sequel), motif training boils
down toparameter estimatioof the probabilistic model.

Second, given a model or a representation of a known motif, the task of searching for the
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2.2 Problem Formulation

presence of the sites of this motif in an unannotated set of sequences via computational means is
called motif scan. Frequently, generalization to simultaneausltiple-motif scans needed. In

many combinatorial motif detection algorithms, motif scan is typically formulated asra 5tring
matching” problem, that is, finding all substrings of lengil{i.e., m-mers, wheren is the length of

the given motif pattern) that has at méshismatches with the motif pattern. Accordingly, the motif
patterns to be scanned for are represented by their respective consensus sequences. From a machine
learning point of view, in the simplest case, motif scan can be formulated as a staladaification
problem for all substrings in the sequences according to a deterministic or probabilistic motif model.
Under a more sophisticated formulation, in which the contextual information and the dependencies
among instances are to be considered, an explicit locational distribution model of motifs (e.g., the
global model in the sequel) can be used, and motif scan can be cast as the proptebabilistic
inferencefor latent random variables in the model that indicate the locations of the motifs.

Finally, given only a set of unannotated sequences potentially containing previously unchar-
acterized motifs (i.e., motifs whose representations are not known), the task of learning the repre-
sentations of these unknown motifs and at the same time locating all the instances of these motifs
in the study sequences is referred todasnovomotif detection. Under a combinatorial setting,
which typically adopts a deterministic representation of a motif patemovomotif detection
often amounts to finding all over-representeemers from the sequences, whetds the length of
the anticipated motifs. Some parameters are needed to qualify a match (ekgn the aforemen-
tioned k-m score) and to determine how many over-represented patterns are to be accepted (e.g.,
a cutoff value for the minimal number of matchéBppatsenket al, 2004. Under a probabilis-
tic framework, which will be studied in detail in this thesis, one can vilnovomotif detection
as a couplednissing value inferencand parameter estimatioproblem, often formulated as an
unsupervised learningroblem[Bailey and Elkan, 1993a

As we will elaborate shortly, besides avoiding possible ambiguities about what one means by
“motif detection”, the foregoing clarification of the computational tasks underlying the motif detec-

tion problem also bodes well for the logic ofiodular formulation of thein silico motif detection
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problem, and alivide-and-conquestrategy to solve such problems. Just as a quick overview, it is
not difficult to realize that the models (and the algorithmsyhatif trainingandmotif scanrespec-

tively, can be viewed as submodels (and subroutines) of the more diffieulbvomotif detection
problem in that, computationallge novomotif detection often amounts to an iterative procedure
(modulo some technical issues regarding how to jump start the iteration, whether it will ever con-
verge, etc.) that alternates between: 1) scanning for instances of a motif using a newly-trained motif
model, and, 2) training an updated motif model using the newly-scanned set of motif instances.
Hence, the full model and the algorithm fde novomotif detection is in essence a combination of

the two models underlying motif scan and motif training, respectively. This modular logic indeed
underlies the two main families of algorithms currently in usedernovomotif detection under
various model settings, namely, expectation-maximization (EM) (g.awrence and Reilly, 1990
Bailey and Elkan, 1993hand Monte Carlo (MC) (e.dLawrenceet al., 1993 Liu et al, 2001)) al-
gorithms. In the sequel, we will adopt this logic to analyze several extant motif models and present

new models and algorithms for motif detection.
2.2.3 General Setting and Notation

Now we introduce the necessary notation for the formal presentation. We denote a regulatory DNA
sequence by a character string= (v1,...,yr) € N7, whereN = {A,T,C,G} denotes the set of

all possible nucleotides (nt) that make up a DNA sequence (for proteins, this set can be redefined
as the set of all possible amino acids). An indicator sttingignals the locations of the motif
occurrences (the range afdependents on its specific definition and the model, see later sections
for details). Following biological convention, we denote thalti-alignmentof M instances of a

motif of length L by anM x L matrix A, in which eachcolumncorresponds to positionor site

in the motif. The multi-alignment of all instances of mdtispecified by the indicator stringin
sequencg is denoted byA™® (z,y). We define aounting matrixh(A ™) (or h™® (x,y)) for each

motif alignment, where each colunin = [h;1, ...,k 4]" is an integer vector with four elements

(the superscript denotes vector or matrix transpose), specifying the number of occurrences of

37



2.2 Problem Formulation

each nucleotide at positiahof the motif. (Similarly we define theounting vectorh,,, for the
background sequenge— A, where the somewhat abusive use of the minus sign means excluding
all motif sub-sequences iA from y.) We assume that the nucleotides at positiasf motif k
admit aposition-specific multinomial distributioPSMD), 6, =[6;", . .., 6;"}]". The ordered set
of position-specific multinomial parameters of all positions of méti)™ = [6{", ..., 0%, ], is
referred to as @osition weight matrix It is clear that the counting matrix*) corresponds to the
sufficient statistic$or estimating the PWM®™. Formally, the problem of motif training is that of
estimatingd™™ given the multiple alignmenA ), for eachk; the problem of motif scan is that of
inferring 2™ given a sequencg™ andf™, Vn, k; and the problem ofle novomotif detection is
that of inferringx={z®, ..., 2™} and estimatin@={0", ..., %)} simultaneously, given a set
of sequencey ={y",...,y™}. For simplicity, we omit the superscript(motif type index) of
the variabled and the superscript (sequence index) of the variablesandy wherever it is clear

from the context that we are focusing on a generic motif type or a generic sequence.
2.2.4 The LOGOS Framework: a Modular Formulation

Without loss of generality, assume that the locations of motifs in a DNA sequence, as indicated by
x, are governed by global distribution model p(z|©4, M,), and for each type of motif, the nu-
cleotide sequence of all its instances (collected in an alignment matrix) jointly adlodalalign-

ment modelp(A(z,y)|x, ©;, M;). Further assume that the background non-motif sequences are
modeled by a conditional model(y — A (y, z)|z, ©4, My, ), Wwhere the background nt-distribution
parameter®),, are usually assumed to be estimaagqutiori from the entire sequence. The symbols

©(; and M|, stand for the parameters (e.g., the PWMs) and model classes (e.g., a product multi-
nomial model as described in the sequel) in the respective submodels. Thus, marginalizing over all

possible values of the indicator sequencé¢he likelihood of a regulatory sequengés:

PO, M) = Y p(x|®g, Mg)p(ylz, O, My, Opg, M)

= > p(x|04, My)p(Alz, O1, Mi)p(y—Alz, Opg, May), (2.1)
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whereA £ A(z,y). Note thato; here is not necessarily equivalent to the PWHIsyf the motifs,

but is a generic symbol for the parameters of a more general model of the aligned motif instances.
(E.g., in the HMDM model to be defined shortly, refers to the hyperparameters that describe a
distribution of PWMs.)

Equation 2.1) makes explicit the modular structure of the probabilistic framework for generic
motif models. The submodelx|©,, M,) captures properties such as the frequencies of different
motifs, the dependencies between motif occurrences, and the global organization of motif instances.
On the other hand, the submogéA |z, ©;, M;) captures the intrinsic properties within motifs that
can help to improve sensitivity and specificity to genuine motif patterns. Depending on the value
of the latent indicator; (e.g., motif or not) at each positian y; follows different probabilistic
distributions, such as a specific nucleotide distribution of a particular position inside a motif or a
background distribution. This probabilistic architecture is nam@d&OS, for integratedLO cal
andGlObal motif Sequence model.

As equation 2.1) suggests, the specific submodel$®GOS can be designed separately, and
they are roughly aligned with our specification of the actual computational tasks underlying the
motif detection problem. The local model alone suffices to solve the motif training task, the global
model plus a given set of motif representations suffices to answer the motif scan problem, and their
combination represents tlie novomotif detection problem. Recall that the graphical model for-
malism facilitates a modular combination of heterogeneous submodels, using the property of the
product rule of the joint distributionLOGOS is an instance of such a modeling strategy, and es-
sentially facilitates a bottom-up approach for solving the comgirovamotif detection problem,
by starting from relatively simpler subproblems. This strategy clearly exposes the main technical
issues involved in the motif detection problem, which helps in analyzing existing algorithms and
understanding their merits and limitations. It also enables one to design more sophisticated models
in a piecewise manner to address different aspects of the problem without being overburdened by
the complexity of the overall problem, and to envisage a straightforward path toward solving even

more complex problems, such as joint modeling of motifs and gene expression patterns, by using
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existing or designing new models for each problem (now viewed as subproblems) separately, and

integrating them under the joint graphical model formalism.

2.3 An Overview of Related Work

In the following, we briefly review some representative models for motif detection in the literature.
We will describe these models from th®GOS point of view, by making explicit the background,

local and global components of the model, even though almost none of the models were originally
constructed and described in such a way, so that the pros and cons of these models can be clearly

understood and compared.

2.3.1 Background Models
2.3.1.1 The models

It is generally assumed that the sequences outside the motifs have diverged sufficiently to be mod-
eled as random background. Thus a simple but very popular model for all the non-motif nucleotides
in the the background sequence isidnmultinomial model:
p(y — Alz, 09) = [T TT [0s9) " =TT [0 ™, (2.2)
teBieN i€N

whereB is the set of indices of the background positions, éjpdienotes the vector of multinomial
parameters of the background model, which is usually directly computed as the overall nucleotide
frequency distributions of the entire input sequence, assuming that motif instances are sparse in the
sequence and thus would not bias the estimated frequeiBaésy and Elkan, 1995aHugheset
al., 200Q Liu et al, 2001. (This assumption is somewhat unwarranted in some early literature in
which the input sequences are usually assumed to be sHiS ef 200-mers, each containing, say,
one motif, which suggests a quite significafi% motif coverage! e.g.[Cardon and Stormo, 1992
Lawrenceet al,, 1993)

Several recent papers have stressed the importance of using a richer background model for the

non-motif sequencdJhijs et al, 2007 Liu et al., 2001 Huanget al., 2004. In particular, a number
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of higher-order Markov models have been explored by various authors and reportedly contribute to
notable improvements in the performance of motif scandedovamotif detection. Under a global
kth-order Markov model for non-motif nucleotide sequences, the conditional probability of a single
nucleotidej at sitet is contingent on thé preceding bases following the usual Markov dependency

definition
p(Yr =i Xy =bg) =p(Ye =ilye—1, .. yt—k) = [ilye—1, -, Yt—k)-

Thus the probabilities of all the background can be computed by enumeratifig-alll )-tuples

of nucleotides in the entire sequenggnote that these probabilities need to be computed only
once, and then stored for repeated references during probabilistic inference). The total time for this
operation isO(T'), whereT is the total length of the input sequences. One can also use a local
kth-order Markov model, in which the conditional probability of a nucleofid¢ positiont, f7(-),

is estimated from a local window centered at position
2.3.1.2 The use of background models

As detailed in the sequel, one family of motif scan algorithms seek to score candidate sequence
segments for their similarity to a known motif pattern. The background model plays an important
role in formulating a good scoring function. For example, the stantileetihood ratio score for

candidate segment ., 7 at positiong tot 4+ L — 1 is computed as follows

p(yt t+L—1‘@l,Ml)
. : 23
L P 1110y, M) (2.3)

A variant of the likelihood ratio score is theg oddsscore

Iy =logri =10 p(Y,t+1—1101, My) — 108 D(Yt,t+1.—1]|Obg, Mag)- (2.4)

From these two scoring schemes, it is apparent that, even though the motif model, which defines
the probability of a motif segment, is the most important component in these scoring functions, a
good background model will help to improve the contrast of motif to background, and therefore the

discriminating power of; or [; at each position.
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Note that while probabilities are used in constructing the scoring functions, the scores them-
selves (e.g., likelihood ratio, log odds) cannot be interpreted statistically. Usually, they will be
compared against ard hoccutoff value to generate computational motif predictions, and choosing
the score cutoff values for each motif and background model is generally difficult. This may have
contributed to the large number of false positive predictions seen in practice. To assess the signifi-
cance for a set of predicted motif instandeis, et al.[1994 developed a rank test that compares the
prediction results from the study data with those from control data generated by a random shuffle
of the study data. They applied a Wilcoxon signed rank test to the predictions made from paired
(concatenated) study and control data, and obtainvalue of the prediction from the study data
under the rationale that, under the null hypothesis, the motifs are equally likely to be solicited from
either the study or the control sequencétianget al. [2004 proposed a-value based scoring
scheme, which computes the probability that the null (i.e., background) model can achieve a stan-
dard log-likelihood score for a candidate sequence segment at least as high as that of a signal (i.e.,
motif) model defined by PWMs. They developed an exact algorithm based on probability generating
functions to compute thg-value for a generatth-order Markov background model with respect
to motif models represented by PWMs. The CREME progranShgranet al. [2003 proposed
a number of closed-form statistical scores for assessing the significance of single motif abundance
or abundance of a motif cluster (multiple spatially-close motifs) out of a subregion of a study se-
guence over that of the background sequences. Note that “abundance” (i.e., the number of motif
matches), rather than the score of the matches, is tested for significance in the CREME program, and
it was demonstrated to be a competent method to scan for CRMs in higher eukaryotic transcription
regulatory sequences.

Generally, depending on the choice of grammatical models for global sequence annotation, the
background model can be plugged in as a conditional model for the background state and contribute
to various scoring functions for motif detection. For example, it can be used as an emission model
under a background state in the case of a HMM global model {8&efor details). Rather than

contributing an- or [ score, in these cases, the background model will contribute indirectly to the
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posterior probability distribution of the indicator sequence
2.3.2 Local Models — for the Consensus and Stochasticity of Motif Sites

A local alignment model attempts to captures the consensus and the accompanied stochasticity of

the set of binding sites (i.e., motif instances) corresponding to a certain TF.
2.3.2.1 Product multinomial model

The position weight matrix introduced §2.2.3 is the most commonly used representation for a
motif pattern in extant motif detection algorithrfBailey and Elkan, 1995aHugheset al., 200Q

Liu et al, 200%; Frith et al, 200%, Liu et al,, 2002 Gupta and Liu, 20013 Statistically, a PWM can

be used to define product multinomiaPM) model for every observed instance of a métiiu

et al, 1999. Formally, given the PWM@ = [0y,0,...,0,], of a motif, the probability of an
observed instance of this motif, which corresponds to a row in the motif alignment nAatsay,

Ap =[Ami1, A, An L], 1S

L

p(Anl©)) = [T IT [ors] 7. (2.5)

I=1ieN
For an alignment of\/ motif instances A = {A,,}M_, | the joint probability of all motif

instances i is

M L
p(Aley) = [] pAmlon) = [TT] [6u]" (2.6)
m=1

l=1:eN

Recall thath = {h;;} is thenucleotide count matrimssociated with alignmem\, thus, h;; =
Yo LA, 7).

The PM model inherently assumes that the nt-contents of positions within the motif are inde-
pendent of each other. Thus, a PWM only models independent statistical variations with respect to
a consensus pattern of a motif, but ignores potential couplings between positions inside the motif
— a limitation that often weakens its ability to discern genuine instances of a motif from a very
complex background that may harbor random recurring patterns, due to the low signal/noise ratios

reflected in the likelihood-based scores computed from the PM model.
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Given a set of aligned instances of a certain motif (i.eraaing alignmen}), under the PM
model, the PWM of this motif can be obtained via maximal likelihood estimation (MLE), which is
equivalent to computing the nt-frequency at each motif position. If the training alignment contains
only a small number of motif instances, MLE tends to lead to a non-robust model (i.e., with a
high variance associated with the estimates of the model parameters), which tends to generalize
poorly to unseen instances of the same motif. For example, if a particular nucleotide does not
appear at a certain position among all the instances in the training alignment, possibly just because
the alignment is too small to be sufficiently representative, then every candidate instance from a
new dataset that bears this nucleotide at this position (but is otherwise highly consistent with the
motif consensus,) will be assigned a zero probability. This artifact is calledittingin statistical
learning, and should be avoided when learning from a small training dataset. In the motif modeling
literature, the most popular remedy is to add to the actual count miatixniformpseudo-count
matrix (i.e., all elements of the matrix are equlpwrenceet al, 1993 Bailey and Elkan, 1994
which can be regarded as the nt-count from an imaginary set of “motif instances”. The column sum
of the pseudo-count matrix, typically set to 1, can be understood as the total number of “imaginary
motif instances” from which the “count” is obtained. The larger this number is, the more difficult
to override the pseudo-counts with the actual counts from the training data.

Mathematically, incorporating uniform pseudo-counts into the MLE of a PWM is equivalent to
introducing a symmetric Dirichlet prior (Appendix 1) for the values of each column of the PWM,
and the resulting motif model is also calledpeoduct Dirichlet (PD) model[Bailey and Elkan,
19950 Liu et al,, 1999. Note that pseudo-counts or PD models are primarily used for smoothing,
rather than for explicitly incorporating prior knowledge about motifs, and the parameters are chosen

ad hoc
2.3.2.2 Constrained PM models

Although there are some obvious limitations of PWMs, they have proved to be reasonably effective

in describing the set of sequences bound by a given TF and have shown considerable predictive
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power [Stormo, 20000 However, in an unsupervisate novomotif finding scenario where the
PWMs have to be estimateb initio, the estimated PWMs under the PM model, or even with
pseudo-counts or symmetric Dirichlet priors, are sensitive to noise and random or trivial recurrent
patterns (e.g., poly-N or repetitions of shérmers such as CpG islands). Furthermore, the PM
model is unable to capture potential position dependencies inside the motifs.

Various pattern-driven approaches have been developed to handle motifs with specific motif
patterns. For example, in the early Lawrence and Reilly pE#9d, the authors introduced con-
straints on the parameters of the PWM to enforce palindromicity. Fe¢ah’s method[1993
proposed to originate the PWMs from a highly conserved consensus core and then extend the core
in one or both directions. Some of the recent methods prasitleocways of allowing motifs to
have two conserved blocks separated by a few background sites, such as splitting a “two-block”
motif into two coupled sub-motiffLiu et al,, 2001, Bailey and Elkan, 1999a The fragmentation
model ofLiu et al.[1999 allows an arbitraryl, < W positions in an aligned segment of width
to constitute the conserved motif sites.

Note that in addition to the nt-frequencies represented by the matrix elements, PWMs can also
provide theinformation content profile[Schneideret al, 1986 of the corresponding motif. The
information content (IC) at a positidnin a motif is given by

I =logy [N| + > logs 0y, (2.7)
i€N
and can be thought as a measure of how conserved pokigon

Keleset al.[2003 noted that the PWMs describing motifs with very different nt-specificities
can have similar information profiles, and speculated that there is a direct relationship between the
structural footprint of a TF and the information content profile of the corresponding motif. They
developed a method that explicitly enforces nt-biases, e.g., high versus low information contents at
various positions, when computing the MLE of the PWM from samples. They have proposed several
canonical information content patterns, such as the one witfshapedcontour, or abell-shaped

contour, to be plausible constraints fie novomotif detection, and have developed a sequential
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guadratic programing method to solve the constrained optimization problem. A constrained EM
algorithm was developed by Kechasal.[2004 to incorporate similar IC constrains for estimating
motif PWMs.

The IC-constraint approach represents a significant advance in learning local motif models be-
cause it takes into consideration the commonalities shared among motifs of different TFs (with dif-
ferent nt-specificities), and reveals something intrinsic to biologically genuine motifs. However, it
defines a hard constraint that must be respected no matter how many actual motif instances are used
to estimate the PWM, and cannot be overridden when the IC of an abundant novel motif deviates

from the predetermined constraints.
2.3.2.3 Motif Bayesian networks

A recent article by Barasht al. [2003 proposed a family of more sophisticated representations

to capture richer characteristics of motifs. These representations are based on directed probabilis-
tic graphical models, i.e., Bayesian networks. Bareshl. suggested that a mixture of product
multinomial models (MPM),

Parpa (A]Or) = ijpPM(Aw(j))7 (2.8)
J

wherew; is theweightof the jth mixture component amil’) is the PM parameter of thh mixture
component, can capture potential multi-modalities of the biophysical mechanism underlying the
protein-DNA interaction between a TF and its target motif sites. Under the MPM model, a motif

is characterized by multiple PWMs, each corresponding to a component PM model. Barash

al. further proposed a tree-based Bayesian network capable of capturing pairwise dependencies
of nucleotide contents between nonadjacent positions within the motif. A natural combination of
the above two models leads to a more expressive model, a mixture of trees, which captures more
complex dependency characteristics of motifs. In a series of experiments with simulated and real
data, Baraslket al. showed that these more expressive motif models lead to better likelihood scores
for motifs, and can improve the sensitivity and specificity of motif detection in yeast regulatory

sequences under a simple scenario of motif occurrareegat most one motif per sequence).
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In principle, itis possible to construct even more expressive models for motifs by systematically
exploiting the power of graphical models, although fitting more complex models reliably demands
more training data. Thus, striking the right balance between expressiveness and complexity remains

an open research problem in motif modeling.
2.3.3 Global Models — for the Genomic Distributions of Motif Sites

The local model of a motif pattern only creates aligned multiple instances of a motif, but does
not complete the generation of the observed sequence set, even with the addition of the background
model. Itis necessary to have a set of “rules” that define where and how instances of one or multiple
motifs are embedded in the background sequence so that they can constitute a sort of “language”
or “program” interpretable by the TFs in a liquid solution environment, and in a TF composition
and concentration sensitive manner. In H@GOS framework, these “rules” are encoded in the
global distribution model for the indicator variable sequendbat can specify the locations and

organization of all motif instances.
2.3.3.1 Theoopsand zoopsmodel

The probabilistic model fode novomotif detection developed by Lawrence and Reilly in their
seminal 1990 papdt.awrence and Reilly, 199Gssumes that each of tAéinput DNA sequences
contains exactly one binding site of the same TF. This assumption is an idealization of a scenario in
which a set of “co-regulated” genes are analyzed, and the co-regulation is induced by a single TF
that can bind to a unique motif site present in the regulatory region of each of the regulated genes.
Accordingly, this model is called a “one motif per sequence” (oops) model. Although hardly a
realistic model, the oops model has historical importance (and is still in use in many contemporary
programs) in that it provides a clean abstraction that helps in understanding the motif detection
problem and points out a direction for formulating and upgrading the global model. Formally, let
y™ = {y"}, yi" € N, denote the data of theth sequence with lengti,; and letX™ ¢
{1,...,T,, — L + 1} denote the lateraddressvariable of a motif with lengtiL in sequence: (the

address of the motif is defined as the position of the most proximal nucleotide in the motif instance,
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w.r.t. the end of the study sequence). The oops model assumes that the location of the (only) motif

in each sequence admits a uniform distribution over all possible positions in the sequence. That is,

1

XW=t)= ——r.
o ) =T L1

(2.9)

Givenz™, the oops model assumes that nucleotides at positions not corresponding to the mo-
tif, hence falling into the background, are independently and identically distributed; whereas the
nucleotides of all positions within a motif instance jointly follow a local motif model (e.g., a PM
model as ifLawrence and Reilly, 199 Motif instances in different input sequences are assumed
to be independent and identically distributed. Thus, given the PAAd¥ithe motif andd,, for the
background, and denoting the nt-count vector of the entire sequéndey h(™, the joint proba-
bility distribution of the observed sequengé’ and the latent addresses” of the motif therein

is:

p(X™ =1t,y™|0 = {0, 0y,})

<X<n> = Op/7IX = 1.0 = 6,0

p()

- — L+ 1 H 11 [o: ) II [019.5] "2

=0 jeN jeN
— @g yHJﬂ ' 1)
- _Lﬂlnom B[ o0
eN jeN

which leads to the following posterior distribution of the latent variable’:

L1 I(y™).5)
p(X™ =tly",0) = 2o [ljen [013/0bg5]

’ T—IL+1 yL—1 Iy )
t'=1 1=0 HjeN [el,j/ebg,j] e

Thus, the probability of positiohbeing a motif start address is proportional to the likelihood ratio

(2.11)

of a sub-sequence of lengthstarted at being a motif sequence with respect to its probability of
being a background sequence, which is exactly the likelihood ratio score we descri2e8l in

A simple extension of the oops model is teopsmodel, for “zero or one motif per sequence”,
adopted by Bailey and Elka1994 in their precursor of the MEME algorithm. As the name
suggests, this model is slightly more flexible than oops. For each sequence, zoops introduces an

indicator variableZ,, € {0, 1}, which indicates the presenc&,( = 1) or absence4,, = 0) of
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a motif instance in sequenee The prior distribution ofZ,, can be defined as a simple Bernoulli
distribution, Z,, ~ Ber(a, 1 — «), and the indicator is independent and identically distributed for

each sequence. Under this setting, the conditional likelihood of the observed sequence is

01,5 11(y41:9) (n)
ply™|X™ =t,2,=1,0 ={0,6y}) = —L+1HH[ la} yt-H] ,H[Qoﬂ"j )
1=0 jeN 0 JEN
(n)

Py Zy =0,0=1{0,00}) = [] [60,]" . (2.12)
jEN
Thus the probability of having a motif at positiagrof sequence: is regularized by the prior
probability of motif presence,
p(y™X™ =t, 7, =1,0)p(X™ =t)p(Z, = 1)
p(y™O)

_ I(y\™ 5
o e [015/605) 7
_ _ I (,n) \J —a)(Th— )
T—L+1 L—1 H]EN [GZJ/GO,]'] (yt +1 -7) + w

t'=1 =0 o
(2.13)

p(X™ =t, 2, =1y, 0)

2.3.3.2 General uniform and independent models

Essentially, both the oops and zoops modelswariéorm (over all possible positions in a study
sequence) anithdependenfbetween motif instances and between study sequences) global models,
or in short, Ul models, which are intended for simple and idealized motif-bearing sequences. It
is straightforward to generalize the baseline Ul model to handle slightly more complex scenarios,
such as multiple motifs per sequence. For example, rather than allowing at most one motif per
sequence, some motif detection algorithms assume that a fixed number of motif instances can be
present independently with uniform probability at all possible locations in a seqliéaiey and

Elkan, 1995& That is, the joint distribution of the addresses of, Sdymotif instances in a study
sequencer, ™ = {z{"”,...,z}?}, can be written ag(z™) = [[¥_, p(z), wherep(z =t)

is the prior probability of thenth motif instance at locatiohin sequence, in this case, a uniform

distribution over all valid’s and the same for ath = 1, ..., M. It can be shown that the marginal

posterior probability of any one of the addresses under this setting; |y, ©), is proportional
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to the likelihood ratio score of each sequence position (i.e., E4.1)), and the joint posterior of
all addresses is the product of the posterior probabilities of individual addre¢ses|y™, ©) =
[1,, p(z' [y, ©). This model is called am motifs per sequena@odel (nopy, and is used in
various contemporary algorithms, such as MEME. A drawback of this approach is the requirement
of a prespecified number of motif instances. An inaccurately supplied number will lead to either
significant false positives, or false negatives, or both. Also problematic is that the mops model
ignores possible constraints on co-occurrences of motifs.

A slightly more sophisticated model for multiple motif locations per sequenceiid Bernoulli
indicator model[Liu et al, 1994, which assumes that each host sequené® associated with
a binary indicator sequence, = (z1,...,27),z: € {0,1}, where0 signals background antl
signals a motif starting at positian each.X; is an independent Bernoulli random variabig,~
Ber(a); and the Bernoulli parametéty, 1 — o] follows a Beta prior. This model is essentially a
clustering model for all possiblE-mers of the sequences, allowing alymer to be either a motif
or background.

Under both the mops and Bernoulli indicator models, there is no fammdkl constrainto pre-
vent having overlapping motif instances. Although overlapping motifs are possible in real genomic
sequences, the possibility of overloading every sequence position with multiple motif instances is
not desirable. Therefore, in practice, both models are augmented heuristically with an amtificial
overlapping constraintwhich requires that n@-mer is allowed to harbor, say, more thamotif
start positions, wheré < [ < L. This constraint is enforced by either rescaling the joint posterior
p(x|y) (as in an EM-based inference strategy for MENEgiley and Elkan, 19993 or simply
throwing away any overlapping motif samples (when using a Gibbs-sampling-based inference strat-
egy [Liu et al, 1999). Nevertheless, these heuristics may result in inconsistencies between the
computed motif distribution and the one defined by the model, and incur a sizable overhead due to
wasteful computations.

Despite their simplicity and some unwarranted heuristic assumptions, Ul models appear to be

competent in motif scan arde novomotif detection for bacterial or simple yeast sequence sets, in
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which the input sequences are usually short and enriched (e.g., pre-screened according to mRNA
co-expression). But some recent studies including our own experiments suggest that the correctness
of motif detection based on the Ul assumptions starts to break down for less well pre-screened input
sequences or for those with clustered motif occurrences, such @rdkephilagene regulatory
sequence$Bermanet al, 2004. Higher eukaryotic genomes indeed present a challenge to the
computational identification of motifs because of their long non-coding regions and large number

of repeat elements.
2.3.3.3 The dictionary model

Bussemakeet al. proposed a novel formulation of the motif-finding problem, which is based on
word segmentation and dictionary constructiBaissemakeet al., 200d. In their MobyDick algo-

rithm, they view the regulatory DNA sequences as sentences written in an unknown language built
from an alphabet of 4 characters (i¥.= {A, T, G, C'} as defined previously), with no separators
between words. (In fact, some major human languages, such as Chinese and Japanese, are of this
kind, although using a much larger alphabet, exg.10%, for Chinese.) Under this framework,

the motif-finding problem can be cast as finding over-represented words from consecutive lists of
characters, and the algorithm boils down to an iterative procedure alternating between building up a
dictionary of words and estimating the values of parameters of a language model from a given word
segmentation (e.g., word frequencies), and finding the optimum segmentation of the sequence given
the dictionary and the language model. From tl@&GOS point of view, the noise-less “words”

in the motif dictionary represent a deterministic local model of the motifs. Consequently, a de-
generate motif pattern could be represented by several similar words during the construction of the
dictionary, which can be merged into a consensus afterward. The “language model” adopted by the
MobyDick algorithm consists of an array of word-usage probabilities and an assemblage scheme
(analogous to a “grammar” of word usage in natural language) of the sequences, which manifests
a novel global model for motif distribution, and largely contributes to the strength of the Moby-

Dick algorithm. This language model assumes that each word is associated with a frequency of its
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usage, and a sequence is realized by a non-overlapping concatenation of words sampled according
to their frequency (which implicitly assumes that the background model corresponds to a large set
of short words with low frequencies). The conditional probability of a sequence given a possible

segmentation specified by indicator sequencmder this setting is

p(ylz) = 7 Hp , (2.14)

wherep. denotes the frequency of wokd ny(z) denotes the counts of wokdin y under segmen-
tationzx, andZ is a normalization constant (i.e., the partition function).

Some key advantages of this global model are its emphasis on combinatorial analysis of a large
set of potential motifs (up to all possible substring patterns-ofers allowable by the computing
resource), and an explicit non-overlapping constraint on individual substrings induced by the word
segmentation. Since the number of segmentations of an average-sized sequence could be huge,
computing the partition functio of Eq. .14 and various derivatives df is non-trivial, and a
dynamic programming algorithm is developed.

To account for the sequence variations of each motif pattern, in a recent aneg and
Liu [2003 extended the MobyDick model to a stochastic dictionary (SD) model by replacing the
words in the dictionary with PWMs. Froml2DGOS point of view, this corresponds to upgrading
the local model of MobyDick from deterministic words to PM. Letlenote a word-segmentation
of sequence set, H = {h™", ..., h™} denote the set of nt-count matrices for all the words (with
PWMs {¢®}£_ ) due to segmentation, and\" = {ni,...,np} denote the counts of word oc-
currences. The complete data likelihood given all PW#land the word usage probabilities
is:

D
oWralo.) o T TITT0EN. (215)
k=1 I=1j=1

Essentially, SD adopts a specific distribution model for motif instances which treats the ob-
served sequences as being generated by concatenating words independently drawn from a dictio-

nary according to a vector of word usage probabilities, while retaining the PM model for aligned
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motif instances. This is equivalent to upgrading the Ul model to a finite mixture model with mixture
components being all the PWMs in the dictionary weighted by the word usage probabilities. Due
to this nice connection to the conventional motif models, many of the modeling ideas originally
introduced to the conventional models were readily adaptable to the SD model, such as smoothing
the model with conjugate priors for the PWM and word usage probabilities, and an extension al-
lowing stochastic insertions and deletions in motif instances (to model gaped motifs.) Since in the
model SD, the motif indicataX is defined as a segmentation variable, with a huge state space that
prohibits exact inference, inference and parameter estimation are performed using a Monte Carlo

procedure.
2.3.3.4 The sliding-window approaches

The uniform and independent models and the word-segmentation models described above treat all
regions in a sequence equally, ignoring potential coupling of multiple motif instances in any sub-
regions of the sequence. However, as discussed in the introduction, in higher eukaryotic genomes,
motifs are often organized inttis-regulatory modules, in which the motif occurrences tend to be
significantly enriched compared to the background region, and encode some complex combinatorial
signals. This architecture implies that during motif scan, locally clustered weak motif signals may
need to be treated with higher weights because they may suggest co-occurring weak binding sites in
a CRM; whereas an occasional seemingly strong signal out of a long stretch of sequence with low
score may need to be weighted lower because it may be just a spurious signal in the background.
The sliding-window method is one of the most popular approaches for motif and CRM predic-
tion that tries to incorporate the aforementioned architectural features of motif distriptitfion
et al, 2002 Papatsenket al, 2002 Rajewskyet al, 2002 Nazina and Papatsenko, 2004 yp-
ically, a sliding-window method counts the number of matches of some minimal strength to given
motif patterns within a certain window of DNA sequences using certain scoring functions, such as a

likelihood ratio (when the motifs are represented by PWiB&araret al,, 2003) or thek-m score
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(when the motifs are represented by deterministic wolBapatsenket al, 2004. From a mod-
eling point of view, this family of algorithms assumes that motifs are uniformly and independently
distributed only within each window. Aad hocwindow size needs to be specified and careful
statistical analysis of matching strength is required to determine a good cutoff or scoring scheme.

The CREME algorithniShararet al., 2003 uses a comparative genomic approach to identify
the putative CRM regions (thus avoiding the need to specify the window size), and a number of
sophisticated scoring functions were proposed to measure the statistical significance of local en-
richment of candidate motif matches in these regions.

Nazina and Papatsenk@004 addressed the issue of compensating the matching scores for
co-occurring weak motif sites using an updatable “word-frequency” measure, which leads to higher
scores for motifs occurring more frequently within a window of a given size. This approach is anal-
ogous to a MobyDick model applied to each window. A sliding-window version of the stochastic

dictionary model was used by Rajewsdtyal. in their Ahab/Argos prograrfRajewskyet al., 2003.
2.3.3.5 The hidden Markov model

Another way to handle sequences bearing rich motif content and architecture is to explicitly model
the organizations of the motifs using a stochastic sequential model that encodes “rules” to generate
such motif organizations. For example, the program Cidteth et al, 2001 assumes that the
indicator sequence of a study sequencegdmits a 1st-order Markov model,

T

p(z) = p(r1) Hp(xt’l'tfl% (2.16)

t=2
whose state space consists of background states and motif states. The occurrences of motifs and
CRMs are induced by an emission modely,|x;), which generates state-specific nucleotide out-
puts belonging to a motif or the background. Note that the stochastic rules of the motif organization,
such as how often a CRM appears, how long a CRM tends to be, and how often motifs appear in a
CRM, are encoded in the state-transition probabilities of these indicator variables. Since the indica-

torsz are not observed, this is a classical hidden Markov model with discrete output.
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An HMM for motif scan renders both the window size and the score cutoff unnecessary, and
takes into account not only the strengths of motif matches, but also the spatial distances between
matches (arguably more informative than co-occurrences within a window). The hidden Markov
model used in Cister translates to a set of soft specifications of the expected CRM length and the
inter-motif distance (i.e., in terms of geometric distributions). However, since training data for fitting
the HMM parameters hardly exists, these parameters have to be determined based on empirical

guesses.
2.3.4 Other Models

The local and global models discussed in the previous sections concern pure DNA seqguence data,
and implicitly assume that the sequences to be analyzed come from a single species. With the avail-
ability of near complete sequences of several complex genomes, such as hunizwosophilg

and the anticipation of sequencing more evolutionarily related species in near future, comparative
genomic analysis of sequences from multiple evolutionarily related species has become a promis-
ing direction forin silico motif detection[Pennacchio and Rubin, 200Rubin, 2001 Wasserman

and Sandelin, 2034 The emergence of high-throughput gene expression or protein-binding pro-
filing techniques, such as microarray analyf§isalonet al, 1994 and ChlP-array analys[fen

et al, 2004, provides another source of information to decode the transcription regulatory pro-
gram. In particular, joint analysis of regulatory sequences together with the expression patterns of
the genes regulated by these sequences appears to be a practical approach for motif detection, and
is potentially more informative than methods solely based on sequencéSaagalet al, 2003h
Wasserman and Sandelin, 200A detailed discussion of motif detection models along these two
directions is beyond the scope of this thesis. In the following, we briefly overview major research
along these lines, and we point out their connection td.tA&0S framework and how an integra-

tion can be pursued.
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2.3.4.1 Comparative genomic approach

Under the assumption that mutations within functional regions of the genome will accumulate
more slowly than mutations in regions without sequence-specific functions, the comparison of se-
guences from orthologous genes and their associated regulatory regions can indicate segments that
might direct transcription. For the prediction of motifs and CRMs, a major family of algorithms
motivated by comparative genomic analysis is phylogenetic footprifBit@nchetteet al., 2002
Ureta-Vidalet al, 2003. A phylogenetic footprinting algorithm usually consists of three compo-
nents: 1) defining suitable orthologous gene sequences for comparison, 2) aligning the promoter
sequences of orthologous genes, and, 3) identifying segments of significant conservation. For each
component, there exist a wide variety of methods/programs, whose details are beyond the scope
of this thesis. To name a few, to generate a multiple alignment of regularity regions of ortholo-
gous genes, BLASTZSchwartzet al, 20039 and LAGAN [Brudnoet al., 2003 are often used
because they tend to find a proper balance between preserving short stretches of highly conserved
regions and finding long but marginally conserved regions; to interpret the aligned data, one can use
a VISTA[Lootset al, 2004 browser to plot the amount of nt-identity across the aligned sequences
from multiple species within a sliding window, or use a dynamic programming algorithm to find an
optimal segmentation of homogeneous and heterogeneous regions from the aligtimgst al.,
2001.

Kellis et al.[2003 developed a suite of techniques that work together for whole genome mo-
tif detection on the basis of within-genome over-representativeness and cross-genome evolutionary
conservation of motif patterns. In their approach, they adopt a regular expression representation for
a motif pattern, and begin with exhaustive enumeration of all over-represented regular expressions
in all the genomes under their study to generate a long list of candidate core motifs referred to as
“partial words.” Then they iteratively prune this list based on three evolutionarily-motivated crite-
ria drawn from an empirical study of the conservation patterns ofjété¢motifs in multiple yeast

species: 1) overall genome-wide intergenic conservation, 2) preference for intergenic (i.e. between
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gene sequences) conservation over genic (i.e., within a gene) conservation, 3) differential conserva-
tion in upstream-only vs. downstream-only regions. Finally they extend the qualified core regular
expressions to include neighboring positions, collapsing degenerate regular expressions based on
sequence similarity and genome-wide co-occurrence. They reported a remarkable analysis of the
Saccharomyces cerevisigenome in light of draft sequences of three related yeast species, in which
they confirmed numerous well characterized motifs and identified several previously unknown mo-
tifs. It is noteworthy that Kellis’s approach does not attempt to pursue formal modeling of the
motif properties under an evolutionary context, such as a stochastic motif model for intra-species
variation, evolutionary model for inter-species variations, global distribution model for motif or-
ganization, etc.. Their approach also heavily relies on high-quality gene finding results, and the
assumption that even for each instance of a motif, one can expect an one-to-one correspondence
of its presence across species (i.e., several particular instances of a motif, one in each species, are
evolved from the same ancestor, whereas other instances of the same motif in a species have their
own counterparts in other species), and that this correspondence can be revealed in a multiple align-
ment of the whole genomes (which implicitly assumes that, certain, but not arbitrary instances of

a motif across species are “orthologous”, and multiple “paralogous” instances of the same motif
in each particular species are order-preserving across species so that they can be aligned to their
respective orthologous counterparts in other species in a single multiple alignment). This is a rather
strong assumption, which may not hold for higher eukaryotic genomes.

In summary, extant phylogenetic footprinting and other comparative genomics approaches are
restricted to short regulatory sequences from very closely related species, or genomes of simple
organisms in which high-quality gene identification is possible and the regulation involves simple
motif organization. For evolutionarily distant species and large complex genomes, not only are the
non-coding regions hard to identify and align, but also the assumption that the aligned non-coding
sequences are orthologous is often not substantiated for small and degenerate functional elements
such as motifs and CRMs. Formal modeling of motifs under an evolutionary context is still an

open and little addressed problem, and could lead to important methodological advances in motif
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detection.
2.3.4.2 Joint models for motifs and expression profiles

A direct consequence of combinatorial interactions between TFs and their corresponding motifs is
the highly regulated and coordinated transcription of the genes under their control. It is reasonable
to expect that the expression profile of genes in a certain genome must bear some information
useful for predicting the presence and the identity of regulatory motifs. Indeed, this idea was used
even when motif detection models and algorithms were still in their infancy, although in a rather
primitive fashion. For example, many algorithms assume that co-expression of a set of genes implies
their co-regulation, and furthermore, implies co-existence of instances of the same motif in their
respective regulatory regiof€ardon and Stormo, 199®eldenet al, 200qd. Unfortunately, this
assumption may not hold true for genes under complex control mechanisms. Among the more
sophisticated and explicit applications of expression profiles, especially high throughput data from
MRNA microarrays, for inferring motif patterns are the “regression-based methods,” which try to
capture some of the interactions among motifs (e.g., their cumulative effects), and relate them to
gene expression levels via a deterministic function. For example, Busseatake200]] used a

linear regression model to capture correlations between the abundances of regulatory elements and
gene expression. It is straightforward to generalize this method to a logistic regression model that
captures non-linear response (i.e., binary “on” and “off” response) between gene expression and
motif presence. Kelest al.[2004 proposed a more expressive logic regression function to capture
complex interactions, such as logical OR, between motifs. Segadl[20033 20034 went beyond

merely fitting deterministic mapping functions between motif spectrum and gene expression, and
proposed to jointly model probabilistic distributions of gene expressions recorded in time series
or other experimental conditions, together with the locations and stochastic variations of motifs,
using a large-scale probabilistic graphical model. Segal’s approach spearheads an emerging trend of
using the systems biology principle in computational analysis of biological data, that is, combining

correlated data from heterogeneous sources for complex prediction tasks. A recent publication went
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as far as combining gene expressions, motif-bearing sequences and sequences from evolutionarily
related species under a unified computational protfChianget al, 2003. However, although

some extant models and algorithms have reached an unprecedented level of complexity in terms
of the size and diversity of objects being modeled, the level of sophistication and the biological
foundation of the models for different aspects of the heterogeneous biological data are far from
satisfactory and lack systematic verification. For example, in almost all cases, the simple PM model
and Ul model were used to model the local and global aspects of motifs. More investigations
are needed to make full and appropriate use of the systems biology approactsil@o motif

detection.
2.3.5 Summary: Understanding Motif Detection Algorithms

The design of motif detection algorithms can be understood as a quest for realistic and well-founded
mathematical models that capture the biological nature of the structure, organization and function
of TF binding sites in the genome; for efficient computational algorithms that solve such models;
and for data fusion strategies that integrate diverse sources of experimental data and produce consis-
tent and both biologically and mathematically interpretable hypotheses and predictions. Different
algorithms can differ in only one of these three aspects (e.qg., using different techniques, such as EM
or Monte Carlo methods, for probabilistic inference), or more aspects. To understand the essential
differences between different motif detection algorithms, it is important to analyze these algorithms
with respect to the aforementioned three aspects and identify their merits and deficiencies in these
aspects, so that improvement can be made systematically and purposefully. In this section, we at-
tempted to provide an overview of a wide rangenafdeling strategiesurrently in use, which is, to

our opinion, the most important aspect that determines the capacity of a motif detection algorithm.
In Table2.1, we briefly summarize representative motif detection algorithms and/or software pack-
ages in the literature in terms of their model specificities, as well as the computational algorithm

and data fusion strategies.
As Table2.1 makes clear, many early methods lack any mechanism for incorporating knowl-

edges about meta-sequence features of the motifs at both the local and global level. Recent studies
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Table 2.1: A summary of popular motif detection software/algorithms

Software/ Al- | local model global model | data fusion inference al-| task ref.
gorithm gorithm
MEME PM/PD Ul (mops) - EM de novo [Bailey and Elkan, 1999a
BioProspector| PM/PD Ul (mops) - Gibbs de novo [Liu et al, 2007
AlignACE PM Ul (Bernouli | - Gibbs de novo [Hugheset al, 2004
indicator)
MobyDick word word con- | - DP de novo [Bussemakeet al,, 2004.
catenation
SD PM word con- | - Gibbs de novo [Gupta and Liu, 2008
catenation
Cister PM HMM - Forward- scan [Frith et al, 2007
Backward
CREME word/PWM | window - various tests | scan [Shararet al, 2003
Ahab/Argos word/PWM window - exhaustive scanide novo | [Rajewskyet al,, 2009
search
PRM PM Ul sequence + BP de novo [Segalet al, 2003a Segal
microarray et al, 20034
FootPrinter word Ul sequence Phylogenetic | de novo [Blanchette and Tompal
of multiple | Footprinting 2003 Blanchette et al,
species 2002

have tried to address these problems from several different angles. Though these attempts head in the
direction of more expressive motif models, it is not clear whether these ideas can be integrated to as-
semble a powerful yet transparent and computationally efficient motif detection algorithm. There is
a trend of combining heterogeneous source of data and constructing composite models for such data
from simple building blocks. It is argued that the correlations and internal dependencies between
different sources of data could serve to validate each other, and lead to more reliable predictions.
However, it is also possible that, due to the lack of sophistication of each component submodel
for different aspects of a complex model, and the difficulties of performing exact inference com-
putations on such models, errors resulting from approximate inference or from deficiencies of each
submodel may tend to propagate rather cancel. Thus, large composite models built from a plethora
of heterogeneous components may generate highly unreliable predictions if the biological legiti-
macy, computational tractability and quality of approximate computation of the model components
are unwarranted.

In summary, numerous advances notwithstanding, successful resultslafo motif discovery
remain limited to simple bacterial and yeast sequences. Performance on sequences with complex

intra- or inter motif structures are far less robust. One of the possible causes for compromised
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generalizability and scalability of many extant algorithms is believed to be their incorrect inde-
pendence assumptions about motif sites and motif occurrences, which leads to inability to cap-
ture possible intra-motif spatial dependencies corresponding to the signature physical structure for
unique recognition and stable molecular interaction, and inter-motif dependencies that elicit syn-
ergy or simply avoid overlap. As mentioned in the introduction, there have been some recent at-
tempts at addressing these issues at various I¢Meltz and Stormo, 199%eldenet al, 200Q

Frith et al, 2001, GuhaThakurta and Stormo, 2Q0Rajewskyet al, 2002 Barashet al., 2003

Nazina and Papatsenko, 2004in the following, we will develop an expressive modular motif

model that builds on these previous lines of research.

2.4 MotifPrototyper: Modeling Canonical Meta-Sequence Features
Shared in a Motif Family

For the gene regulatory system to work properly, a TF must display much higher binding affinities to
its own recognition sites than to non-site DNA. This correspondence suggests possible regularities
in the DNA motif structure that match the structural signatures in the DNA-binding domains of their
corresponding TFs. Can these regularities hidden in the true DNA motif patterns be exploited to
improve sensitivity and specificity during motif discovery? As Michael Eisen has pointed out (pri-
vate communications), there should be great potential for improving motif recognition by modeling
and exploiting such structural regularities.

As reviewed in the previous sections, all extant local models of DNA motifs are essentially
motif-specific and are intended to generalize only to different instances of the same motif. Anim-
portant issue that remains little addressed is how to build models that can generalize over different
motifs that are somewhat related (for instance, belonging to a family of regulatory sites that are
targets of TFs bearing the same class of binding domains) even though they do not share appar-
ent commonality in consensus sequences. This issue is important in computational motif analysis

because,

e often, we want to roughly predict the biological property of@silico identified motif pattern
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(e.g, to what kind of TFs it is likely to bind) to reduce the search space of experimental

verification;

e we may need to introduce some generic but biologically meaningful bias digingvamotif
detection so that we can distinguish a biologically plausible binding s&g $pecifically

recognizable by some TF) from a trivial recurring pattezrg( micro-satellites);

e We may also want to restrict attention to a particular class of proteins in performing tasks
such as: “find a regulatory site that potentially binds to type X TF”, or “find co-occurring

regulatory sites that can be recognized by type X and type Y TFs, respectively.”

These tasks are important in inferring gene regulatory networks from genomic sequences, possibly
in conjunction with relevant expression information.

In this section, we address the problem of modeling generic featurssuafturally but not
textuallyrelated DNA motifs, that is, motifs whose consensus sequences are entirely different, but
nevertheless share “meta-sequence features” reflecting similarities in the DNA binding domains of
their associated protein recognizers. We present MotifPrototyper, a profile hidden Markov Dirichlet-
multinomial (HMDM) model which can capture regularitiesratdistribution prototypesndsite-
conservation couplinggypical to each particular family of motifs that corresponds to TFs with
similar types of structural signatures in their DNA binding domains. Central to this framework is
the idea of formulating a profile motif model as a family-specific structured Bayesian prior model
for the PWMs of motifs belonging to the family being modeled, thereby relating these motif patterns
at themeta-sequence leveln the following, after a brief discussion of the biological motivation
underlying our model, we will first develop the theoretical framework of the HMDM model, and
then show how to learn family-specific profile HMDMs, or MotifPrototypers, from biologically
identified motifs categorized in standard biological databases; how the model can be used as a
classifier for aligned multiple instances of motifs; and most importantly, how a mixture model
built on top of multiple profile models can facilitate Bayesian estimation of the PWM of a novel

motif. The Bayesian estimation approach connects biologically identified motifs in the database
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to previously unknown motifs in a statistically consistent way (which is not possible under the
single-motif-based representations described previously) anddernsvomotif detection, a task
conventionally cast as amsupervisetearning problem, into aemi-unsupervisddarning problem

that makes substantial use of existing biological knowledge.

2.4.1 Categorization of Motifs Based on Biological Classification of DNA Binding

Proteins
TF categorization from TRANSFAC r6.0
Superclass class # of training matrices | # of test
alignments
1.1 : Leucine zipper factors (bZIP) 34
1.2 : Helix-loop-helix factors (bHLH) 13
1: 1.3 : Helix-loop-helix/leucine zipper factors 22
: 82 48
Basic domains 1.4 :NF-1 6
1.5 : RF-X 1
1.6 : bHSH 6
2: 2.1 : Cys4 zinc finger or nuclear receptor type 14
Zinc-coordinating 22 : diverse_ Cys_4 zinc fingers 13 5 36
DNA-binding 2.3 : Cys2His2 zinc d_omaln 21
domains 24 : C_ysS _cyctelne-zmc clu_ster _ 3
2.5 : Zinc fingers of alternating composition 1
3.1 : Homeo domain 41
3 3.2 : Paired box 6
H.elix-turn-helix 3.3 : Fork head / winged helix 4 76 64
3.4 : Heat shock factors 7
3.5 : Tryptophan clusters 17
3.6 : TEA domain 1
4.1 : RHR (Rel homology region) 15
4.2 : STAT 13
4.3 : p53 2
4.4 : MADs box 9
2 4.5 : 3-Barrela-helix TFs 1
) 4.6 : TATA-biding proteins 3
:Jeta-scaffold fac- 77 HAMG 5 60 13
ors 4.8 : Heteromeric CCAAT factors 9
4.9 : Grainyhead 2
4.10: Cold-shock domain factors 0
4.11: Runt 1
0: Other TFs ... e 1

Table 2.2: The TRANSFAC categorization of transcription factors (for the training set, the counts are made on TFs that
have more than 10 biologically identified binding sites; for the test set, TFs with at least 6 sites are counted.)

Unlike proteins or genes, which usually have a one-to-one correspondence to monomer se-
guences and hence are directly comparable based on sequence similarity, a DNA motif is a collective
object referring to a set of similar short DNA substrings that can be recognized by a specific protein

transcription factor. Different motifs are characterized by differences in consensus, stochasticity
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and number of occurrences. Since each motif usually corresponds to a profile of gap-less, multiple-
aligned instances rather than a single sequence as for genes and proteins, comparisons based on
sequence similarity for different motif patterns are not as straightforward as for genes or proteins.

From a biological point of view, perhaps the most informative way of categorizing DNA motifs
is according to the regularities of the DNA-binding domains of their corresponding transcription
factors. Advances in structural biology have provided an extensive categorization of the biophysical
structures of DNA-binding proteins. The most recent update of the TRANSFAC dafatiamgen-
deret al, 2004 lists 4219 entries, many of which are homologous proteins from different species
but are nevertheless indicative of the vast number of transcription factors now known that regulate
gene expression. TabR2 shows a fraction (the top two levels in the cluster hierarchy) of the
TRANSFAC categorization of TFs. This categorization provides a good indication of the types of
binding mechanisms involved in motif-TF recognition. For concreteness, the following is a brief
summary of the structural regularities of four of the major classes of DNA-binding proteins, para-
phrasindg Stryer, 199%. Due to the correspondence between a TF and a DNA motif, the TF catego-
rization strongly suggests possible features in the structure of motif sequences that are intrinsic to a
family of motifs corresponding to a specific class of TFs.

Theleucine zippesignature (Figur@.4a) under the superclass of basic-domain is an important
feature of many eukaryotic regulatory proteins. The hallmark of leucine zipper proteins is the
presence of leucine at every 7th position in a stretch of 35 residues. This regularity suggests the
presence of a zipper-like-helical coiled coil bringing together a pair of DNA-binding modules to
bind two adjacent DNA sequences. Leucine zippers can couple identical or nonidentical chains,
suggesting a homodimeric or heterodimeric signature in the recognition site. A variation of this
structural theme often seen in prokaryotic transcription factors ibéhig-loop-helixsignature. In
this case, the basic DNA-binding helices are connected into a dimer by a short loop.

The zinc finger domain (Figur.4b) is also common in eukaryotic TFs and regulates gene
expression by binding to extended DNA sequences. A zinc finger grips a specific region of DNA,

binds to the major groove of DNA and wraps part of the way around the double helix. Each finger
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(¢) helix—turn—helix ' (d) beta scaffold

Figure 2.4: DNA binding domains in TFs.

makes contact with a short stretch of the DNA, and residues from the amino-terminal part of the
«-helix form hydrogen bonds with the exposed bases in the major groove. Zinc-finger DNA binding
proteins are highly versatile and can have various numbers of zinc fingers in the binding domain.
Arrays of zinc fingers are well suited for combinatorial recognition of DNA sequences.

The helix-turn-helix domain (Figur.4c) contains twax-helices separated by - the pitch
of a DNA double helix. Molecular modeling studies showed that these two helices would fit into
two successive major grooves. This domain, common in bacterial DNA-binding proteins, such
as the bacteriophage Cro protein, also occurs in the eukaryotic homeobox proteins controlling
development in insects and vertebrates.

The beta-scaffold factors (Figu24d) are somewhat unusual in that they bind to the minor
groove of DNA. The binding domain is globular rather than elongated, suggesting extensive contact

between the DNA sequence and the protein binding domain.
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Figure 2.5: Conservation-coupling of a zinc-finger ma#l4 and a helix-loop-helix motifpho4 Since typical
conservation-couplings are often reflected in the “contour shape” (¢-gr bell-shapg of the motiflogo (a graph-
g:izlsgisplay of thespatial pattern of information content over all sites), we can understand this property as a “shape
These class-specific protein-binding mechanisms suggest the existence of features that are char-
acteristic of different families of DNA motifs, and shared by different motifs in the same family.
It is evident that the positions within the motifs are not necessarily uniformly conserved, nor are
the conserved positions randomly distributed. Since only a subset of the positions inside the motif
are directly involved in protein binding, the degree of conservation of positions inside the motif is
likely to be spatially dependent, and such dependencies may be typical for each motif family cor-
responding to a TF class due to structural complementarity between motifs and the corresponding
TFs. Itis also possible that due to different degrees of variability-tolerance for different TF classes,
each family of motifs may require a different selection of prototypes for the distributions of possible
nucleotides at the positions within the motifs. Note that such regularities are less likely to be pre-
served in a non-functional recurring pattern, thus they also provide important clues to distinguishing
genuine from false motif patterns duridg novomotif finding. Figure2.5 provides two examples
for the so-calledconservation-couplingroperty of the position dependencies in functional motifs.
On the left-hand side are two genuine motifs from two different families. On the right are artifi-
cial patterns resulting from a column permutation of the original motifs. Although the two patterns
will receive the same likelihood score under conventional PWM representations, clearly the pat-
terns on the left are biologically more plausible because of the complementarity of their patterns of
conserved positions to the structures of their binding proteins. Again, it is important to remember
that the conservation-coupling property and nt-distribution prototypes are only associated with the
generic biophysical properties of a motif family, gt with any specific consensus sequence of a

single motif; thus, they are calledeta-sequence features
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2.4.2 HMDM: a Bayesian Profile Model for Motif Families

The goal is to build a statistical model to capture the generic properties of a motif family so that it
can generalize to novel motifs belonging to the same family. In the following we develop such a
model using a hierarchical Bayesian approach.

The column of nucleotides at each position in a motif can be modeledpngition specific
multinomial distribution(PSMD). A multinomial distribution overs symbols can be viewed a
point in a regula K — 1)-dimensional simplex; the probabilities of the symbols are the distances
from the point to the faces of the simplex (an example of a 2-dimensional simplex is shown in
Figure2.6a). A Dirichlet distribution is a particular type of distribution over the simplex, hence a
distribution over the multinomial distributions. Each specific Dirichlet is characterized by a vector
of K parameters. It can impose a bias toward a particular type of PSMD in terms of how strongly
it is conserved, and to what nucleotide it is conserved. For example, in RAgiaethe center of
probability mass is near the center of the simplex, meaning that the multinomial distributions that
define a near uniform probability for all possible nucleotides will have a higher prior probability.
But for a Dirichlet density whose center of mass is close to a corner associated with a particular
nucleotide, say, “A’ (Figure.€b), the multinomial distributions with high frequencies for “A” have
high prior probabilities. Therefore, we can regard a Dirichlet distribution as a “prototype” for the

PSMDs of motifs.

Figure 2.6: Dirichlet densities over a three-nucleotide simplex.

We propose a generative model that generates a multi-alignneantaining) instances of a

motif of length L, in the following way (as illustrated in Figutz7). 1) Sample a sequence of states
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s = (s1,...,sr) from a first-order Markov chain with initial distribution and transition matrix

T. The states in this sequence can be viewed as prototype indicators for the columns (positions)
of the motif. Associated with each state, is a corresponding Dirichlet distribution specified by the
value of the state. For example,sif = 4, then column is associated with a Dirichlet distribution

a; = [a1,...,q;4]". 2) Foreach € {1,..., L}, sample a multinomial distributioy according

to p(f|a, ), the probability defined by the Dirichlet component. 3) Generate all the nucleotides

in column( iid according to the multinomial distribution parametrizeddpy

Figure 2.7: The graphical model representation of a MotifPrototyper. Empty circles represent random variables associated
with a single motif and the boxes are plates represerithreplicates (i.e.M observed instances of the motif). Black

arrows denote dependencies between the variables. Parameters of the MotifPrototyper are represented by the center-
dotted circles, and the round-cornered box overdhgarameter denotek sets of Dirichlet parameters. The round-
cornered dashed box denotes plate of parameters of a single HMDM model, and hence represent a possible mixture of
HMDMs.

Thus, the complete likelihood of a motif alignmeft,; . ;, characterized by a nucleotide-count

matrix i is:

p(A, S, 9’04 v, T) = p(A|9)p(9|S, Oé)p(S|U, T) (217)

where (using the update properties of the Dirichlet distribution and letfing 1 if s, is at statei

and 0 otherwise)

L I
p(hlz,0)p(f]s,a) = H H Dir(cy + hy)* (2.18)
I=11i=1
I L-1
p(slo, 1) = [l Jsisti, (2.19)
=1 =1 'L,j:l
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Technically, such a model, which is named/atifPrototyper is ahidden Markov Dirichlet-
multinomial modellt defines a structured prior for the PWM of a maotif.

With the availability of a categorization for motifs, each family of motifs can be associated with
a family-specific profile HMDM model that imposes PSMD prototypes and positional-dependencies
unique to this family.

What do we gain from a MotifPrototyper? First, a MotifPrototyper introduces prior information
about the joint distribution of the nt-distribution in different positions of a motif of the corresponding
family, and gives high probabilities to those commonly found distributions possibly compatible
with the degree of variability-tolerance intrinsic to the class of TFs corresponding to the motif
family. Under a MotifPrototypera posteriorj each PSMD in a motif follows a family-specific
mixture of multiple Dirichlet distributions, which blends the different prototypes that might dictate
the nt-distribution at that position. Furthermore, a MotifPrototyper stochastically imposes family-
specific spatial dependencies for different columns within a motif. As Figufenakes clear, a
MotifPrototyper isnota simple HMM for sequence data. In an HMM model the transitions would
be between the emission models (i.e., multinomials) themselves, and the output at each step would
be a single monomer in the sequence. In MotifPrototyper, the transitions are between different prior
components for the emission models, and the direct output of this HMM is the parameter vector of
a generative model, which will be sampled multiple times at each position to geiiérattances.

This approach is especially useful when we have prior knowledge about motif properties, such as
conservation-couplingr other positional dependencies. In contract to the IC profile used in the
constrained PM model, due to the stochastic nature of a probabilistic model, MotifPrototyper will
in general not be rigidly confined to any particular motif shape (unless we explicitly forbid certain
transitions in the transition matriX of the hidden Markov chain). These properties relieve our
motif model from the restricted, often brittle constraints needed in other models, such as exactly
what shape to look for, the widths of the conserved and unserved patches in a motif, the length of

the whole motif!, etc., and as a result provide desirable flexibility and robustness under practical

'In an HMDM model, the length of the motif pattern to be modeled does not have to be rigorously defined but only
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motif detection environment.

Secondly, rather than using a maximum likelihood (ML) approach to estimate the PWM, which
considers only the relative frequency of nucleotides but is indifferent to the actual number of in-
stances observed, MotifPrototyper facilitates a Bayesian estimation of the PWM under a family-
specific prior, thus taking into consideration the actual number of observations available for PWM
estimation along with the biological prior. It is possible with only a few instances to obtain a robust
estimation of the nucleotide frequency at each position of a motif.

Note that a MotifPrototyper defines a family-specific structured prior for the PWMs without

committing to any specific consensus motif sequence.
2.4.2.1 Training a MotifPrototyper

Given biologically identified instances of motifs of a particular family, we can compile a multiple-
alignment for each motif and write down the joint likelihood of the training data under a single
profile model (i.e., a MotifPrototyper) by marginalizing out the PWMs (iés) and the hidden
Markov states (i.e.s) of each motif in Eq. 2.17). This likelihood is a function of the model
parameters. Thus we can compute the empirical Bayes estimation of the model parafeters,
{a,v, T}, by maximizing the likelihood over each parameter using a EM algorithm with a quasi-
Newton procedure for the parameter update $&jplanderet al, 1994 (see AppendixA.2 for
details). The result is a set of parameters intrinsic to the training data.

Note that this training process also involves a model selection issue of how many Dirichlet
components should be used. As in any statistical model, a balance must be struck between the
complexity of the model and the data available to estimate the parameters of the model. Empirically,

we found that 8 components appears to be a robust choice and also provides good interpretability.

needs a rough specification (e.g., a length, £ay,20 bp, that is unlikely to be exceeded by most of the plausible motifs).
Because under the HMDM model, both conserved and heterogeneous sites are allowed in a candidate motif pattern; a
motif whose length is smaller thancan still be picked up by the model with a over-specified length with high probability

by allowing heterogeneous sites padded at the ends of the true motif pattern to make up the total length.
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2.4.3 Mixture of MotifPrototypers

Now we have built a model that captures the meta-sequence features of structurally but not textually
related motifs. The model is a Bayesian profile model that is defined on each motif family rather than
each individual motif; thus we call it a MotifPrototyper. To estimate the PWM of a novel motif, since
we do not know which family-specific MotifPrototyper is corresponds best to the novel pattern, we
can assume that the motifs are generated from a weighted combination of several MotifPrototypers.
Statistically, this defines a mixture of MotifPrototypers as the prior distribution of the PWM of a

motif,

K
p(0|{OZ,U, T}k’ k= ]-a cee aK) = Zwkp(9|{aa v, T}k)v (220)
k=1

wherewy, is the mixing weight of each family-specific MotifPrototyper.

Under this setting, one can perform several important probabilistic computations regarding
motif detection, such as classifying motifs in terms of their preferred binding protein family by
identifying the most likely MotifPrototyper for a given motif alignment; computing the Bayesian
estimations of the motif parameters; and biasingdbenovomotif detection to solutions that are
structurally more consistent with biologically genuine motifs. In other words, we effectively turn
the originally unsupervisede novamotif detection into a semi-unsupervised learning problem that

integrates the observed sequences with prior knowledge about motif structures.
2.4.3.1 Classifying motifs

Identifying that a motif belongs to a family, and relating it to other members of the family, often
allows inference about its functions. Given multiple profile models each corresponding to a distinct
motif family, we can compute the conditional likelihood of a set of aligned instances of an unlabeled
motif under each profile model by integrating out the hidden variablesfiaads) in each result-

ing complete likelihood function. The posterior probability of each possible assignment of class
membership to the motif under test is proportional to the magnitude of the conditional likelihood
multiplied by the prior probabilities of the respective motif families (which can be computed from

the empirical frequency of each motif family). Lettiifdenote the family membership indicator,
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the posterior probability o = k is proportional to the magnitude of the conditional likelihood

under thekth MotifPrototyper multiplied by the prior probability &f = k:
p(Z =klA) o p(Z =k)p(A{e, v, Thi)

Thus, we can estimate the family membership ogaximum a posteriofMAP) scheme. It is
noteworthy that, here, we are classifying a set of aligned instances of a motif as a whole, rather than
a single sequence substring as in a standard classification task, such as predicting the function or
structure of a protein based on its amino acid sequftaechinet al, 2002 Moriyama and Kim,

200d.
2.4.3.2 Bayesian estimation of PWMs

Given a set of aligned instances of a motif, if we know the family membership of this motif, we can
directly compute the posterior distribution of its PWM, using the family-specific MotifPrototyper
as a prior according to Bayes rule. The Bayesian estimate of a PWM is defined as the expectation
of the PWM w.r.t. this posterior.

If the family membership is not knowa priori (i.e., we do not pre-specify what family of motif
to look for, but allow the motif to come from any family), then we can simply assume that the PWM
admits a mixture of profile models. The posterior distribution of a PWM under a mixture prior is

only slightly more complex:
pOIA, {a, 0, Y1) = Y p(0lA {a, v, T, Z = k)p(Z = k|A, {a, v, T}HE)
k
X ZP(G|A7 {aa v, T}k)p(AHaa v, T}k)p(Z = k)v (221)
k

where Z denotes the family membership indicator. A useful variant of this mixture model is to

replace the mixture with the maximal-likelihood component:
P(9’A7 {Oé, v, T}f:l) = p((g‘A, {O[, v, T}k*)v Wherek* = arg ml?“X p(A‘{O&, v, T}kxzzz)

It is straightforward to generalize the current formulation of the MotifPrototyper model to

family-specific prior distributions over more sophisticated motif representations, such as trees or
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mixture of trees, by slightly reparameterizing the MotifPrototyper model. The training procedure

and the usage for classification agel novomotif detection require little modification.
2.4.3.3 Semi-unsupervisede novomotif detection

In de novomotif detection where locations of motif instances are not known, the motif matrix

is an unobserved random variable. One can iterate between predicting motif locations based on the
current Bayesian estimate of the motif PWM, and updating the Bayesian estimate based on newly
predicted motif instances. We will elaborate on this poin§2rb, where we describel2OGOS

model that uses MotifPrototyper as the local model and an expressive hidden Markov model to
be developed in the next section, CisModuler, as the global modalefaovomotif detection in

higher eukaryotic genomic sequences. But as a “prove-of-concept” demonstration of the influence
of MotifPrototyper on the performance de novomotif detection, in this section, we only use a
simple oops model as the global model. It can be proved that the iterative procedure we described
is guaranteed to converge to a locally optimal solution (cf. Chapter 4). But unlike the standard EM
algorithm for estimating a PWM, since we can compute the Bayesian estimate based on a trained
profile motif prior, we essentially turde novomotif detection from an originally unsupervised
learning problem into a semi-unsupervised learning problem that can make use of biological training

data without committing to any particular consensus motif pattern.
2.4.4 Experiments

Under theLOGOS framework, the MotifPrototyper and mixture of MotifPrototypers are both struc-
tured Bayesian upgrades of the standard PM local models for motifs. These models can be learned
from categorized training motifs to define family-specific priors for the PWMs, and when coupled
with a global model, can be used to introduce useful bias daléngovomotif detection.

In this sub-section, we present results of learning MotifPrototyper models from categorized
families of motifs, and demonstrate applications of the learned MotifPrototypers with three exper-
iments, each addressing a typical issue of interegt silico motif analysis. (1) Given instances

of a (computationally) identified motif, assign the motif to a motif family that corresponds to a
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particular class of transcription factors. (2) Provide a Bayesian estimate of a PWM which may
be more informative than a maximum likelihood estimate. (3) Impaw@ovomotif detection by
casting the problem assemi-supervised learnirtgsk that makes use of biological prior knowledge

incorporated in the family-specific MotifPrototypers.
2.4.4.1 Parameter estimation

The TRANSFAC database (version r6.0) contains 336 nucleotide-count matrices of aligned motif
sequences. These matrices summarize a significant portion of the biologically identified transcrip-
tion regulatory motifs reported in the literature, and are well categorized and curated. (Although
the original aligned sequences corresponding to the count matrices are not provided.) We used 271
of the matrices as training data, each derived from at least 10 recognition sites of a TF in one of
the 4 well-represented superclasses (TaoRy, to compute the empirical Bayes estimates of the

parameters of 4 profile Bayesian models of motif families.
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Figure 2.8: Parameters of 4 profile models learned from training motifs. Each of the 8 panelsvwuegeesents the
4-dimensional parameter vector of a Dirichlet component (the height of the bar represents the magnitude of the corre-
sponding element in the vector); vectoand matrixY are represented by color images, of which each elementoof
T specifies the color of a rectilinear patch in the image.

We performed 50 random restarts for the quasi-Newton algorithm for parameter estimation and
picked the solutions corresponding to the highest log likelihood achieved at convergence2Rgure

illustrates the parameters of the 4 resulting profile models pictorially. Here we do not intend to fully
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interpret these numerical representations of each profile model in terms of their biological impli-
cations. But based on a rough inspection, it is not difficult to read off some interesting high-level
biological characteristics. For example, for thesic-domaimprofile model, the transition probabil-

ities between the 4 conserved nt-distribution prototypghe first four mixture components of the
Dirichlet mixture) appear to be rather high (evident from the bright diagonal block at the upper left
corner of theX’ matrix), as are the self-transition probabilities of all of the 4 non-conserved Dirichlet
components (evident from the bright diagonal stripe at the lower right corner &f thatrix). The
transition probabilities between the conserved and non-conserved Dirichlet components are rela-
tively low (dark off-diagonal areas iif). Furthermore, it appears that the initial probability is high

for the 6th Dirichlet component, a fairly non-conserved one. This suggests a general meta-sequence
feature, namely that motifs of the basic-domain family are likely to begin with a consecutive run of
mostly non-conserved positions, followed by a consecutive stretch of mostly conserved positions,
and possibly followed by another consecutive run of mostly non-conserved positions, reminiscent of
the bell-shaped signature in Figuté. Although it is possible to find many other similar high-level
characteristics, some of which may even reveal previously unnoticed biological featigresh@ar-
acteristic PSMD prototypes of motif families), here we refrain from such elaborations, but simply
maintain that MotifPrototyper is a formal mathematical abstraction of the meta-sequence properties
intrinsic to a motif profile represented by the training examples.

To evaluate the training quality of the profile models, we definetthiaing error as the per-
centage of misclassification of the superclass-identities of the training motif matrices using profile
models learned from the full training set. As Tall& shows, our training errors range from 10-
28%, with the beta-scaffold MotifPrototyper having the best fit. Given that “motif family” is rather
loosely defined based on TF superclasses, and that each superclass still has very diverse and ambigu-

ous internal structures, these training errors indicate that family-specific regularities can be captured

2Note that the parameter vector of a Dirichlet component can be regarded as a vector of pseudo-counts of the
nucleotides. Thus a Dirichlet parameter vector with a dominant element implies a conserved nt-distribution proto-
type, whereas a Dirichlet parameter vector without a dominant elements implies a heterogeneous, or non-conserved
nt-distribution prototype.
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reasonably well by MotifPrototyper.

Table 2.3: Learning MotifPrototyper
[ | Basic domains | Zinc-fingers | Helix-turn-helix [ beta-scaffold ]
[ training error [ 0.168 [ 0173 [ 0.276 [ 0.100 ]

2.4.4.2 Motif classification

To examine the generalizability of MotifPrototyper to newly encountered motif patterns, we per-
formed a 10-fold cross-validation (CV) test for motif classification, in which the profile models are
learned from 90% of the training motif matrices, and their classification performance is evaluated
on the remaining 10% of the motif matrices. We do so 10 times so that each motif pattern corre-
sponding to a particular TF will be classified exactly once as a test case. The performances over
each family of motifs are summarized in Taldlel. Classification error rates for both the entire
dataset and the reduced dataset that contains only the major motif subclasses (i.e., those with at
least 10 different motifs) under each superclass are presented. Not surprisingly, performance on the
dataset with only major subclasses is significantly better, suggesting that the minor classes in each
superclass are possibly more ambiguous and less typical with respect to the overall characteristics
of the superclass. In fact, some minor classes are unanimously assigned to a different superclass
by our classifier, for example, all 6 members of class 1.6 (bHSH) and all 7 members of class 3.4
(heat shock factors) are assigned to superclass 4 (beta-scaffold), whereas all 5 members of class 4.7
(HMG) are assigned to superclass 3 (helix-turn-helix). Whether such inconsistencies reflect a defi-
ciency of our classifier or possible true biological ambiguity of these motif patterns is an interesting

problem to be investigated further.

Table 2.4: Motif classification using MotifPrototyper

[ | Basic domains [ Zinc-fingers [ Helix-turn-helix | Beta-scaffold |
CV error (whole set) 0.256 0.423 0.443 0.403
CV error (major classes) 0.217 0.373 0.379 0.178

To our knowledge, there has been no algorithm that classifies aligned sets of motif instances as
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collective objects based on meta-sequence features shared within motif families. The closest coun-
terpart in sequence analysis is the profile HMM (pHMM) model for protein classificEimyh et

al., 1994, but pHMM is based on the assumption that proteins of the same family share sequence-
level similarities, and the objects classified are single sequences. Thus, no direct comparison can be
made between pHMM and MotifPrototyper. Nevertheless, note that although pHMM is based on
much more stringent features at the sequence level and aimed at the relatively simpler task of eval-
uating single sequences, the typical accuracy of pHMM is around 20-50% for short polypeptides
(i.e.,< 100 aa)Karchinet al,, 2002 Moriyama and Kim, 2008 comparable to the performance of

motif classification using MotifPrototyper. Thus we believe that MotifPrototyper exhibits a reason-
able performance given that the labeling of motif family membership is more ambiguous than that
of single protein sequences, the meta-sequence features we use are far less stringent than sequence

similarities, and motif patterns are much shorter than polypeptides.
2.4.4.3 PWM estimation and motif scoring

A major application of MotifPrototyper is to serve as an informative prior for Bayesian estimation

of the PWM from a set of aligned instances of a novel motif. Since in a reatisticovomotif
detection scenario, one has to evaluate many substrings corresponding to either a true motif, or ran-
dom patterns in the background, it is expected that the Bayesian estimate of a PWM resulting from
MotifPrototyper is more reliable than the maximum likelihood estimate in discriminating between
true motifs and background sequences. We demonstrate this ability by comparing the likelihood of
a true motif substring with the likelihoods of background substrings, all scored under the estimated
PWM of the motif. To get an objective evaluation for this comparison, the following experiments
were performed: 1) for a set of aligned instances of a motif, compute the Bayesian estimate of the
PWM from 66% of the instances, and then use it to scbee €compute the likelihood of) the re-
maining 34% of the instances in terms of their joint log likelihood; 2) use the same PWM to score
M sets of background strings, each having the same length and number of instances as the motif

instances being scored in step 1; 3) compute the mean log-likelihood-odds between the motif and

77



2.4 MotifPrototyper: Modeling Canonical Meta-Sequence Features Shared in a Motif Family

the background substrings (ovéf sets of randomly sampled background substrings). For each
motif, we repeat this procedure 3 times so that each motif substring will be scored exactly once.
The performance on each motif is summarized by the average log-likelihood-odds per motif in-
stance. (Larger odds means that the background substrings are less likely to be mistakenly accepted
as motif instances, and thence, the false positive rate is smaller).

Since the original aligned motif sequences corresponding to the count matrices used for Mo-
tifPrototyper training are not provided in TRANSFAC and are hard to retrieve from the original
literature, we compiled an independent collection of aligned motif instances for 161 TFs in TRANS-
FAC, each of which has at least 6 binding sites whose sequence information is available(2able

Background substrings from a uniform and random model were simulated

log-likelihood odds / instance
log-likelihood odds / instance

log-likelihood odds / instance

@ @ wm  m ww o woow W wm w ® n® o £ 0
motif types motif types motif types

all motifs motifs with > 10 instances motifs with <10 instances
Figure 2.9: Evaluation of PWM estimation by 4 different schemes. Cyan:symmetric-Dirichlet smoothing; green: ML;
red: mixture of profile models; black: maximal-likelihood profile model out of the mixture. Motifs are listed along the
x-axis, ordered by the log-likelihood-odds of their PWM based on the “true” (according to their original family label)
profile prior model.

The results of the evaluation are highlighted in Figlré We compared 4 PWM estimation
schemes: maximum likelihood estimatioine(, plain relative frequencies); Bayesian smoothing
using a single symmetric Dirichlet prior; Bayesian estimation using a mixture of profile models;
and Bayesian estimation using the maximal-likelihood profile model from the mixture. Depicted

as the bars in Figur.9 for reference are the results for Bayesian estimation using a single profile

model corresponding to the original family label of each motif, an unrealistic scenadli® ovo

3This corresponds to examining the log-likelihood-odds under a motif model w.r.t. a uniform and random null hy-
pothesis. Sampling of background substrings from a genuine genomic sequence as the null hypothesis was also done
at a small scale (for some motifs) and yields largely the same results. But since the motifs we studied are from diverse
genomic sources, a comprehensive evaluation in this manner is tedious and hence was omitted.
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motif detection.

As evident from Figur@.9 and2.1Q the discriminative power of the Bayesian estimate of the
PWM, measured by the log-likelihood-odds (of motif vs. background substrings), is indeed better
than that of the maximum likelihood estimate for most of the motifs we tested. In particular, in
cases where only a small number of instances are available for estimation, the mixture of profile
models still leads to a good estimate that generalizes well to new instances and results in high

log-likelihood-odds, whereas the ML estimation does not generalize as welP(Bjg.
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Figure 2.10: A comparison of Bayesian and ML estimates of the PWM. Each point represents a motif being tested, the
z-coordinate (respy-coordinate) represents the log-likelihood-odds due to the ML (resp. Bayesian) estimation.

These results give strong support to the claim that in many cases, a MotifPrototyper-based
approach can significantly improve the sensitivity and specificity for novel motifs, and provide a
robust estimation of their PWMs under few observations. These are very useful propertes for

novomotif detection in complex genomic sequences.
2.4.4.4 De novomotif discovery

Now we present a comparison of the profile Bayesian motif model — MotifPrototyper — with the
conventional PM model fode novomotif detection, using semi-realistic test data for which the
ground truth (i.e., full annotation of motif types and locations) is known for evaluating the prediction
results. Note that the experiments described here are a small excerpt from a large deiteod

motif detection experiments under various scenarios. We will return to the bulk of these experiments
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in §2.7, after the development of a more powerful global model.

We tested on 28 well-represented yeast motifs fromRittenoter Database of Saccharomyces
cerevisiae(SCPD). Each motif has 5 to 32 recorded instances, all of which have been identi-
fied/verified via biological experiments and hence are considered “authentic”. For each motif, a
test dataset is created by planting each of the “authentic” instances of that motif at a random posi-
tion in a 500bp simulated background sequence (i.e., one motif per sequence). To further increase
the difficulty of the motif detection task, a “decoy” signal, which is an artificial pattern obtained by
randomly permuting the positions in the motif, was inserted into the study seqtieBoee each
sequence has only one true motif occurrence, prediction was made by finding the position with the
maximal log-likelihood ratio (for the substring that begins with that position) under the estimated
motif PWM (obtained at the convergence point of a procedure that iterates between computing the
posterior distribution of motif locations based on current estimate of the PWM, and computing the
Bayesian estimate of the PWM based on the current posterior distribution of motif locations), and
under the background nt-distribution (assumed to be the nt-frequencies estimated from the entire

sequence). This scenario frees us from modeling the global distribution of motif occurrences, as

needed for more complex sequences (cf. the LOGOS model), and therefore demonstrates the in
fluence of different models for motif patterns de novodetection. We evaluate the performance
based ornit-rate, the ratio of correctly identified motif instances (within3bp offset with respect

to the locations of the authentic instances) to the total number of instances to be identified. To obtain
robust estimation, for each motif 40 experiments were performed, each with a different test dataset

(i.e., with different background sequences, motif and decoy locations, and decoy patterns).

Specificity of a single MotifPrototyper.  Before presenting the full-scale test of the mixture of
MotifPrototypers trained on four categories of motifs from the TRANSFAC database on the yeast
motifs from the SCPD database, here we first examine whether the motif properties captured in

a MotifPrototyper effectively bias the posterior prediction of motif presence toward the desired

4By permutation we mean that the same permuted order is applied to all the instances of a motif so that the multinomial
distribution of each position is not changed but their order is changed.
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pattern represented in the training set. For this purpose we trained a MotifPrototyper from the 28
yeast motifs in the SCPD database described above, and examined the resulting MotifPrototyper for
its ability to detect motifs present in this training set in the presence of a “decoy”. FidLitshows

the Boxplot (which shows the median, lower quartile, upper quartile, outliers, etc.) of the hit (i.e.,
finding the genuine motif) and mishit (i.e., finding the decoy) rate of MotifPrototypetdhand

gald. Note the dramatic contrast of the specificity of the MotifPrototyper to true motifs compared
to that of the PM model.

It is noteworthy that the MotifPrototyper model actually does not contain any explicit infor-
mation about the consensus sequences of the training motifs; it merely captures the dependencies
between general heterogeneous and homogeneous motif sites whose nucleotide distributions are not
fixed, but instead are drawn from specified priors over the space of nucleotide distributions. Thus,
the high specificity of MotifPrototyper to a genuine motif pattern under the interference of a false

motif pattern suggests its remarkable ability to implicitly capture sensible “motif shapes”.
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Figure 2.11: Boxplots of hit and mishit rate of MotifPrototyper (1) and PM (2) on two motifs used during MotifPrototyper
training.

Generalizability of a single MotifPrototyper. How well does a MotifPrototyper generalize to
motifs not present in the training set? Here we use the MotifPrototyper learned from 20 of the 28
SCPD motifs to detect motifs from an independent test set containing the rest of the 8 SCPD motifs.
In the first motif finding task, we use synthetic sequences each having only one true motif instance
at a random position. Figur2. 12 summarizes the results over 40 experiments. As shown in the
figure, the MotifPrototyper significantly outperforms the PM model for ma@&bgl, gal4 andcrp,

and achieves comparable performance for mgjiis4dandmigl It does poorly for motifsnat-a2

andmch Note that these two motifs are quite short and somewhat uniformly “conserved,” which is
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in fact “atypical” in the training set. The smallish sizes of the motifs also diminish the utility of the

Markov model in MotifPrototyper.
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Figure 2.12: Boxplots of hit rate of MotifPrototyper (1) and PM (2) on sequences each embedded with one motif instance
from the test dataset.
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In the foregoing motif detection task, the PM model shows decent performance, especially for
those more-or-less uniformly conserved motifs suclg@asl, matandmch But it already shows
signs of failure for motifs with more complex shapes (@al4). The second task is more challeng-
ing and biologically more realistic, where we have both the true motifs and the permuted “decoys.”
Figure 2.13 shows the boxplot of the hit-rate as well as the mishit-rate for motif detection over
40 experiments. As expected, under the interference of the decoys, the PM model apparently gets
confused and often decides to pick the permuted false motifs. Only two of the eight motifs are cor-
rectly detected by the PM model with high hit-rate. In contrast, the MotifPrototyper model exhibits
remarkable robustness under this more difficult situation, and maintains a high hit-rate in six of the
eight motifs. But for two of the motifs (agaimat-a2andmcb), MotifPrototyper biases toward the
permuted version, which suggests that indeed the origia&la2andmcbpatterns are not captured

by MotifPrototyper, consistent with the result from the first task.

De novomotif detection using a mixture of MotifPrototypers. Now we conclude this section
with an evaluation of a mixture of MotifPrototypers trained from the TRANSFAC database. We
test this model on all the 28 motifs from the SCPD database. As shown in Rdutahe mixture

of MatifPrototypers significantly outperforms the PM model (i.e. with20% margin) on 11 of

the 28 motifs, and is comparable to the PM model (withib0% difference) for the remaining
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Figure 2.13: Boxplots of hit (left panel) and mishit (right panel) rates of MotifPrototyper (1) and PM (2) on sequences
each containing one motif instance from the test dataset together with a permuted decoy.

17 motifs. Overall, the mixture of MotifPrototypers correctly identifies 50% or more of the motif
instances for 16 of the 28 motifs, whereas the PM model achieves 50% hit-rate for only 8 of the
28 motifs. Note that the mixture of MotifPrototypers is fully autonomous and requires no user
specification of which particular profile motif model to use. If we are willing to introduce a manual
post-processing step, in which we use each of the 4 profile motif models described before separately
for de novamotif finding, and generate 4 sets of motif predictions instead of one (as for the mixture
of MotifPrototypers) for visual inspection, it is possible to obtain even better predictions (diamond

symbols in Figure2.14).

median hit-rate

Ftata—top O~ 7
F cebf-swige " '

r-rap1

motif types
Figure 2.14: Median hit-rates afe novodetection of 28 yeast motifs using MotifPrototyper (square), PM (circle), and
the best outcome out of 4 single-profile-based predictions using MotifPrototyper (diamond). Motifs are listed along the
x-axis, ordered by the hit-rates of MotifPrototyper for each motif.
The ability to provide multiple candidate solutions, each corresponding to a specific TF cate-
gory, manifests a key advantage of the profile motif model. It allows a user to capture different
types of prior knowledge about motif structures and bias motif prediction toward a particular meta-

sequence structure in a well-controlled way. A human observer given a visual presentation of the

most likely motifs suggested by different profile motif models could easily pick out the best one
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from these candidates, whereas the PM model can yield only a simagelikelyanswer.
2.4.5 Summary and Discussion

We have presented MotifPrototyper, a novel profile Bayesian motif model that captures generic
meta-sequence featurslsared by motifs corresponding to common transcription factor superclasses.
It is a probabilistic graphical model that captures the positional dependencies and nucleotide dis-
tribution prototypes typical to each motif family, and defines a prior distribution of the position
weight matrices of motifs for each family. We demonstrated how MotifPrototyper can be trained
from biologically identified motif examples, and its applications for motif classification, Bayesian
estimation of PWMs, ande novomotif detection.

To the best of our knowledge, all extant motif models are intended to be motif-specific, empha-
sizing the ability to characterize sequence-level features unique to a particular motif pattern. Thus
when one defines such a model for a novel motif not biologically characterized before, one needs to
solve a completely unsupervised learning problem to identify the possible instances and fit the motif
parameters simultaneously. Under this unsupervised framework, there is little explicit connection
between the novel motif to be estimated from the unannotated sequences and the rich collection
of biologically identified motifs recorded in various databases. It is reasonable to expect that the
fruitful biological investigations of gene regulatory mechanisms and the resulting large number of
known motifs could contribute more information to the unraveling of novel motifs. MotifProto-
typer represents an initial foray into the development of a new framework thatdeamsvomotif
detection into a semi-unsupervised learning problem. It provides more control during the search
for novel motif patterns by making use of prior knowledge implied in the known motifs, helps to
improve sensitivity to biologically plausible motifs, and potentially reduces spurious solutions often
occurred in a purely unsupervised setting.

It may be possible to build a stronger motif classifier using discriminative approaches such as
neural networks or support vector machines, and we are currently pursuing this direction. But since

the goal of this chapter is not merely to build a classifier, but to develop a model that can easily
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be integrated into a more general architecturedisnovomotif detection, a generative framework,
especially via a Bayesian prior model, provides the desired generalizability and flexibility for such
tasks. As discussed kR.2.4, a graphical model formalism of the motif detection problem allows

a modular combination of heterogeneous submodels each addressing a particular component of the
overall problem. The design of MotifPrototyper aligns with this principle, and serves as an advanced

“local” submodel under theOGOS framework.

2.5 CisModuler: Modeling the Syntactic Rules of Motif Organization

As discussed in previous sections, the transcription regulatory sequences in higher eukaryotic genomes
often consist of multiple CRMs. Each CRM contains locally enriched occurrences of binding sites

for a certain array of regulatory proteins, capable of integrating, amplifying or attenuating multi-

ple regulatory signals via combinatorial interaction with these proteins. The architecture of CRM
organization is reminiscent of the grammatical rules underlying a natural language, and provides
the potential for implementing sophisticated regulatory circuits directing temporally/spatially co-
ordinated expression of genes during development and differentiation. It also presents a particular
challenge to computational motif and CRM identification in higher eukaryotes. In this section, we
present CisModuler, a Bayesian hidden Markov model that attempts to capture the stochastic syn-
tactic rules of CRM organization and integrates over (and thus draws influence from) all possible
values of the Markov transition probabilities weighted by their corresponding prior probabilities
that reflect general knowledge of the CRM structure. Under the CisModuler model, all candidate
sites are evaluated based on a posterior probability measure that takes into consideration their sim-
ilarity to known binding sites, their contrasts against local genomic context, and their first-order
dependencies on upstream sequence elements. We compare this approach to the standard window-
based likelihood scoring approach described previously, and demonstrate superior results on large
scale analysis dbrosophilaearly developmental enhancers. This model provides a useful and ar-
guably superior alternative for CRM/motif detection given motif PWMs, and can be also used as a

submodel (i.e., the global model) fde novomotif/CRM detection in higher eukaryotic genomes.
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2.5.1 TheCisModulerHidden Markov Model

Hidden Markov models have been widely used in computational biology to capture simple sequence
structures (e.g., segmentations) inherent in bio-polymer sequences. Despite their limited expressive
power compared to more complex models such as stochastic context free grammars (E&@FGs)

and Young, 199Dor hierarchical hidden Markov models (hHHMMgJine et al, 1999, they have
enjoyed remarkable success in problems such as gene-finding in [BYAge and Karlin, 1997

and domain modeling in protein&rogh et al, 1994, and in many cases appear to strike the right
balance between simplicity and expressiveness.

We propose to use an HMM to model the global distribution of motif instances in genomic
sequences, by encoding a set of stochastic syntactic rules presumably underlying the CRM organi-
zation and motif dependencies using a discrete first-order Markov process. We call this specialized
HMM a CisModuler The CisModuler HMM defines a probability distribution over possible func-
tional states of each single position in a DNA sequence. The space of allowed functional states

is constructed in a way that captures detailed architectural features of genomic sequences bearing

CRMs.
More precisely, letX = (X3,..., Xr) be a chain of “hidden” state variables associated with
an “observed” DNA sequence = (y1, - -.,yr), Specifying which functional state (e.g., a back-

ground, thel-th position of motifk, etc.) is responsible for generating the observed nucleotide at
each position. By definition;; € S, where the state spafencludes all possible functional states
of a position in a CRM-bearing DNA sequence. Specificélly: M UM’ U B, U By U {by, b},
whereM = {10 ... LV 1® LY ... 1® .. LM} is the set of all possible sites within a motif
on the forward DNA strand (i.e., staté§’ to L!" correspond to the sites in motif type 1 on the
forward strand, and so on)’ is the set of all possible sites within a motif if it is on the reverse
complementary DNA strand, = {b",...,b(*'} denotes the set giroximal-bufferstates associ-

ated with each type of motit B, = {b'", ..., b} denotes the set alistal-bufferstates associated

SHere, proximal-buffer refers to the background sites immediately next to the proximal-end of the motif. For consis-
tency, orientations are defined with respect to the initial position of the input sequence. That is, the 1st position of the
input sequence corresponds to the proximal end, and the last position corresponds to the distal end.
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with each type of motifp. represents the intra-cluster (local) background state bamepresents

the inter-cluster (global) background state. Permissible transitions between these states are illus-
trated in Figure2.15 The distribution ofX follows a first-order Markov process according to this
transition scheme, with state-transition probabilities parameterized as shown in the state-transition
diagram. Note that we have not included functional states related to gene annotation and basal pro-

moters, but such extensions are straightforward if co-identification of CRMs and genes is desired.

(a) Be

)

global bg
(b)

Tctggcagoaaaatacgtttcotttttggecctcaacgttaacacatcgeggtgtgagttcocagettaattttagetaata
ccgagccctgctgttctttttggccctgttttcttttttgtggttagaagtggacccaatttttagc‘taataattgttgc
ggcgcaata_aatttgaag"_" Eggca

gaaze B ARG g AR T e it R = et
agcmagccaatt goagttocagegtttegetttey BB gt tagad ITTATT GCAGCA
TCTTGaacaat cot dHEEGEEEaHE cetgga IR
l\caecgagmcgaaqtcam%@- ¢ £ty
thb et SR 5 g o e ezl
g@wﬁtttcattagaaagtmcacataataatgatgtcgaa%gcgcgca Cccaggcaacgoad
EESEEaEEEAaEREEEG ot - I S csactt gecet gatecycgd gt MMM t 4 4 EEHGEE
GEaEgtaTEEaEEgEEaEEE c coacy < IR o c s aacct ccaaget aactt gegeaagtggeaagt g geeggtte
getggeccoegageoctgetgttetttttggeectgttttecttittt gtggttagaagtggacccaatttttagetaata
tetggecageoeetgetgttettittggecctecaacgttaacceggt ggtaggttagaaghggacecaatttttagetaata

Figure 2.15: The CisModuler HMM. (a) The state-transition diagram. Labeled circular and diamond nodes represent the
functional states in DNA sequences; arrows between nodes represent permissible state-transitions; numbers and param-
eter symbols accompanied the arrows (with the parameter subscripts denoting the source and target of the transitions)
denote the corresponding transition probabilities. (b) A typical segmentation of a piece of DNA sequence induced by
CisModuler. Background sites are colored as in the state-transition diagram; the blue, magenta, yellow and red segments
represent motifs of 4 different kinds; segments with parallel stripes denote motifs in reverse-complementary orientation.

The motivation for this Markov model is that generally one expects to see occasional motif clus-

ters in a large ocean of global background sequences (represented y)staseh motif instance
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in a cluster is like an island in a sea of intra-cluster background sequénisgswith surrounding
coastal water of motif-specific buffer sequences (bg¢’s and b\’s for motif 7) (Fig. 2.15. We
refer to a motif instance together with its surrounding buffers emtf envelopeThe CisModuler
model assumes that the distance between clusters is geometrically distributed with/fieas , ),
and the span of the intra-cluster sea is also geometrically distributed with méan 3, .). How-
ever, the distances between motifs admit a much richer distribution, because the widths of the motif
envelopes are modeled on a motif-specific basis, and the transitions between envelopes can occur ei-
ther by sailing through the intra-cluster sea or by bypassing it. These modeling choices are intended
not only to reflect uncertainty about the CRM structure, but also to offer substantial flexibility to
accommodate potential richness of CRM structures. As shown in FRjliba and2.1%, one can
begin with a global background state, then either loop over this state, or with some prolhility
move into the proximal-buffer state of a motifwith equal probability; ., /2, a proximal-buffer
stateb(” reaches the start states (resp. L{"”) of motif i on the forward (resp. reverse) strand,
deterministically passes through all internal sites of migtiind transitions to the distal-buffer state
by, thereby stochastically generating a non-empty motif envippachb!’ has some probability
B:.;/2 of transitioning to the proximal-buffer state of another mgtifor of the same motif when
j = 1) to concatenate another motif envelope, or with probahilityto pad with some intra-cluster
background before adding more envelopes; all distal-buffer states also have probabitfyre-
turning to the global background state, terminating a CRM stretch. It is not difficult to see that a
path in such a state space according to this HMM grammar bears a structure similar to a genomic
sequence containing motif modules (Fig@d%). Note that the HMM model does not impose
rigid constraints on the number of motif instances or modules; the actual number of instances is
determined by the posterior distribution of the sequence of functional spéiesg).

The use of an HMM to model the CRM distribution has been previously described byeFrith

al. in the Cister prograniFrith et al, 2001. But the CisModuler model we present here uses a

5Note that the distinction between the proximal and distal buffers avoids generating empty envelopes (because other-
wise, a single buffer state would not be able to remember whether a motif has been generated lpeygitiwhs prior to
the current position underh order Markov model.)
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much more sophisticated design of the functional state space that allows couplings between motifs
within the CRMs to be captured, and models inter-motif distances with more flexible distributions
(rather than a simple geometric distribution). Furthermore, as will be detailed in the following
sections, we provide a Bayesian treatment for the state transition probabilities, which in previous
models are regarded as fixed parameters and rely on empirical default values or user specification.
We also combine the newly designed HMM with a more expressitieorder Markov model for

the background, which turns out to contributes to significantly improving the specificity for CRM

detection.
2.5.2 Bayesian HMM

One caveat of the standard HMM approach for CRM modeling is the difficulty of fitting the model
parameters, such as the state-transition probabilities, due to the scarcity of fully annotated CRM-
bearing genomic sequences. In principle, one can learn the maximal likelihood estimates of the
model parameters in an unsupervised fashion, using the Baum-Welch algorithm, directly from the
unannotated sequences while analyzing them. But in practice, such a completely likelihood-driven
approach tends to result in spurious results, such as over-estimation of the motif and CRM frequen-
cies and poor stringency of the learned models of potential motif patterns. Previous methods tried to
overcome this by reducing as much as possible the number of parameters needed, and setting them
according to some best guesses of the motif/CRM frequencies or CRMBiiteset al,, 2001. But

as a result, such remedies compromise the expressive power of the already simple HMM, and risk
misrepresenting the actual CRM structures. In the following, we propose a Bayesian approach that
introduces the desired “soft constraints” and smoothing effect for an HMM of rich parameteriza-
tion, using only a small number bfyper-parametersEssentially, this approach defines a posterior
probability distribution over all possible value-assignments for the HMM parameters, given the ob-
served unannotated sequences and empirical prior distributions of the parameters that reflect general
knowledge of CRM structures. The resulting model allows probabilistic queries (i.e., estimating the

probability of a functional state) to be answered based on the aforementioned posterior distribution
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rather than on fixed given values of the HMM parameters.

We assume that the self-transition probability of the global background &tateand the to-
tal probability mass of transitioning into a motif-buffer st@ke% B, (note thats, , = 1 —
ke, P5.1), admita beta distributionBeta(&, 1, &,.2), where a small value was chosen %
corresponding to a prior expectation of a low CRM frequency. Similarly, a betaBeiar(¢. ,, €. »)
is defined for the self- and total motif-buffer-going transition probabilifies, >_, .. 0..] asso-
ciated with the intra-cluster background state; and another betaBeiar(¢, ,, &, ») for the self-
and motif-going transition probabilitiefy, ;,, «, ] associated with the proximal-buffer state of
a motif. Finally, it is assumed that, for the distal-buffer state, the self-transition probability, the
total mass of transition probabilities into a proximal-buffer state, the probability of transitioning
into the intra-cluster background, and the probability of transitioning into the global background,
[Bisis 2ones, Bikes Bier Bigl, admita4-dimensional gamma distributi@®ymma(&a,, Su2, §a,35 §aa)-

Note that due to conjugacy between the prior distributions described above and the corre-
sponding transition probabilities they model, the hyper-parameters of the above prior distribu-
tions can be understood aseudo-count®f the corresponding transitioning events, which can
be roughly specified according to empirical guesses of the motif and CRM frequencies. But un-
like the standard HMM approach, in which the transition probabilities are fixed once specified,
the hyper-parameters only lead to a soft enforcement of the empirical syntactic rules of CRM
organization in terms of prior distributions, allowing controlled posterior updating of the HMM
transition probabilities during analysis of the unannotated sequences. For the CisModuler HMM,
we specify the hyperparameters (i.e., the pseudo-counts) using estimated frequencies of the cor-
responding state-transition events, multiplied by a “prior strengihwhich corresponds to an
imaginary “total number of events” from which the estimated frequencies are “derived”. That is,
for the beta priors, we €€ ,}, & 4] = [1 — w, wy] x N, where the * in the subscript denotes
either theg, ¢, or p state, andy; is the corresponding frequency. For the gamma prior, we let
[€a1s8a2s€ay Eaa] = [Wans 1= 325 wWaj, wan, was] X N. Overall, 7 hyper-parameters need to

be specified (of course one can use different “strengths” for different prior, with a few additional

90



2.5 CisModuler: Modeling the Syntactic Rules of Motif Organization

parameters), a modest increase compared to the three needed inReigiat al., 2001.
2.5.3 Markov Background Models

Several previous studies have stressed the importance of using a richer background model for the
non-motif sequenceli.iu et al, 200% Huanget al, 2004. In accordance with these results, Cis-
Moduler uses a globdith-order Markov model for the emission probabilities of the global back-
ground state. For the emission probabilities of the intra-cluster background state and the motif-
buffer states, we used twocal Markov models of ordem andm/’, respectively. Since the models

are defined to béocal, the conditional probability of a nucleotide at a positiocis now estimated

from all (m + 1)- (resp. (m’ + 1)-) tuples from a window od (resp. 2d’) centered at. These
probabilities can also be computed off-line and stored for subsequent use. With a careful bookkeep-
ing scheme (i.e., using a “sliding window” to compute the local Markov model of each successive
position, each with a constant “update cost” based on the previous one, except for the initial win-
dow that needs a cost quadratic in the window size), this computation take®¢hlytime. For

the emission probabilities of the motif states, we directly use the appropriate columns of nucleotide

frequencies in the PWM of the corresponding motif.

2.5.4 Posterior Decoding Algorithms for Motif Scan
2.5.4.1 The baseline algorithm

Given the initial state distribution and transition probability matrix of the HMM, the background
probabilities of each nucleotide, and the PWMs of the motifs to be searched for, the posterior prob-
ability distribution of the functional states at each position of the sequep¢egy), vt, can be
computed using the forward-backward algorithm. One can read off the functional annotation (or
segmentation) of the input sequences frp(m;|y) according to anaximal a posterioriMAP)

scheme, that is, the predicted functional state of positisn
xf = arg manp(Xt = sly) (2.23)
se

Note that by using such a posterior decoding scheme (rather than the Viterbi algorithm), one
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integrates the contributions of all possible functional state paths for the input sequence (rather than
a single “most probable” path), into the posterior probability for each position. Therefore, although
the HMM architecture does not explicitly model overlapping motifs, the inference procedure does

take into account possible contributions of DNA binding sites interacting with competing TFs.
2.5.4.2 Bayesian inference and learning

Under the Bayesian framework described id.5.2 the parameters in the HMM are treated as con-
tinuous random variables (collectively referred tadgswith a prior distribution. Now to compute
the posterior probability of functional states needed in E§23), one needs to marginalize out

these parameter variables:

parly) = / p(ily, Q)p(Qy)d2 (2.24)

This computation is intractable in closed form. One approach to obtaining an approximate so-
lution is to use Markov chain Monte Carlo methods (e.g., a Gibbs sampling scheme). Here we use a
more efficient, deterministic approximation scheme basegemeralized mean fielfGMF) infer-
ence, also referred to aariational Bayesian learningGhahramani and Beal, 20Dih the special
scenario that is applicable to our problem setting. We will discuss the theoretical and algorithmic
details of GMF inference at length in Chapter 4. Operationally, a posterior decoding algorithm un-
der the Bayesian HMM setting can be understood as replacing the single-round posterior decoding

with an iterative procedure consisting of the following two steps:

e Compute the expected counts for all state-transition events (i.e., sufficient statistics) using the

forward-background algorithm, usimgyirrent values of the HMM parameters.

e Compute the Bayesian estimate (to be detailed shortly) of the HMM parameters based on
their prior distribution and the expected sufficient statistics from the last &ipdate the

HMM parameters with these estimations.

This procedure is different from the standard EM algorithm which alternates between inference

about the hidden variables (the E step) and maximal likelihood estimation of the model parameters
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(the M step). In a GMF algorithm, the “M” step is a Bayesian estimation step, in which one com-
putes the posterior expectation of the HMM parameters, which will lead to an optimal lower bound
on the true likelihood of the data (which is intractable to compute exactly for a Bayesian HMM)
(see Chapter 4).

Now we outline the formulas for Bayesian estimation of the HMM parameters. Note that be-
cause the state-transition probability distributions (which are multinomial) and the prior distribu-
tions of the transition parameters (which are either beta or gamma) are conjugate-expfBeatial
et al, 2001, we have to compute the Bayesian estimate of the logarithms of the transition parame-
ters (referred to as theatural parametergrather than of the parameters themselves. For example,
for the state-transition parametgy,, we have:

E[ln(ﬂg,g)] = / In ﬂgvgp(ﬂg,g’é’ml? Eg,% E[ng,g])dﬁg,g

9,9

= \Ij(fg,l + E[ng,g]) - \II(Z fg;j + Z E[ng,k])v (225)
j keBp
whereV (x) = 810%5(”3) = % is the digamma function®[-] denotes the expectation with respect

to the posterior distribution of the argument; ang, refers to the sufficient statistic of the parameter
B,., (i.e., the counts of the transition event- ¢). The Bayesian estimate of the original parameter
is simply 37 = exp(E[In(j,,,)]). (In fact we keep using the natural parameterization in the actual
forward-background inference algorithm to avoid numerical underflow caused by a long product of
probability terms.) The individual “motif-buffer-going” probability, ; can be estimated similarly.

The initial state probability of the the CisModuler HMM is not important for CRM prediction
as it only directly determines the functional state of the first position of the input sequences and its
influence diminishes quickly along the sequence. One can simply fix the initial state to be a global

background state with probability 1.
2.5.5 Experiments

Although the literature on transcription regulation mechanisms in higher eukaryotes is very rich,

there still exist great biological ambiguities in motif and CRM annotations in many metazoan
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genomes. To evaluate our model using relatively unambiguous criteria, we focus on 14 loci in the
Drosophilagenome that are well known to be involved in regulating the transcripti@ragophila

early developmental genes (Talll&). Papatsenket al. [2004 have carefully curated these loci
based on an extensive study of the literature. Their compilation delineates 19 best-known early
Drosophiladevelopmental enhancers from these loci, where reside binding sites for 3 maternal tran-
scription factors: Bicoid (Bcd), Caudal (Cad), Dorsal (DI), as well as the zygotic gap gene factors
Hunchback (Hb), Kruppel (Kr), Knirps (Kni), Tailless (Tll), and Gaint (Gt). To mimic the typical
motiffCRM search scenario in metazoan genomic analysis (i.e., using a single long sequence po-
tentially containing numerous motifs rather than multiple short promoter regions from co-regulated
genes of simple organisms such as yeast), for each locus we extract a 5000 to 20000 bp long ge-
nomic region surrounding the enhancers as input data. Note that it is possible that there may exist
additional unknown motifs/CRMs in these extended regions.

Table 2.5: Developmental regulatory locimosophilagenome.

[ locus (target gene) | regulators [ length | #of CRMs
Abdominal-A Hb, Kr, Gt, 10000 1
Buttonhead Bed, Hb 5000 1
Engrailed Cad, Ftz 10000 1
Even-skipped Hb, Kni, Bed, Kr, Gt 20000 3
Fushi-Tarazu Ftz, Ttk, Cad 10000 2
Gooseberry Eve, Prd (HD) 10000 1
Hairy Kr, Hb, Kni, Cad, Gt 10000 3
Kruppel Bcd, Hb, Gt, Kni 10000 1
Orthodentcile Bcd 5000 1
Runt Kr, Gt, Hb, Kni 10000 1
Spalt Bcd, Hb, Kr, Cad 10000 1
Tailless Bcd, Cad 8227 1
Ultrabithorax BRE Hb, Ftz, Tl 10000 1
Ultrabithorax PBX Hb, Ftz, Tl 10000 1

As discussed above, the hyperparameters of the CisModuler model reflect prior beliefs about
the architectural features of the CRM structure, such as rough spans of the inter- or intra-module
background and distances between motif instances. We specify these hyperparameters as follows:
for the global backgroundy, = 0.0002; for the intra-module background;. = 0.01; for the
proximal motif buffer,w, = 0.1; for the distal buffer hyperparametets;; = 0.1, w2 = 0.4,
wq,3 = 0.4, and for the strength of the hyperparameté¥s= 500. The background probability

of the nucleotide at each position was computed locally using a 3rd-order Markov model from a
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sliding window of 600 bp centered at the corresponding position. Since we are scanning for known
motifs, the PWMs of the motifs to be found are taken frifPapatsenket al, 2004 and[Berman
et al, 2004.

2.5.5.1 MAP prediction of motifs/CRMs

The locations of individual motif instances and CRMs in a DNA sequence can be determined from
its associated state sequence that corresponds to the MAP states of all the DNA site2.Efgure
shows the MAP states and the associated posterior probabilities of these states in a 5000 bp region
at theDrosophilabuttonhead locus. As shown in the graphical illustration below the MAP plot, this
region contains a CRM between positions 330 and 1504, and part of the coding sequence of the
buttonhead gene. Fine-grained annotations indicate that a core subregion at the proximal end of this
CRM (positions 447-660) harbors 5 Bcd motifs. Another 4 Bed instances are clustered at the distal
end of this CRM (positions 1150-1354). Three additional motifs (2 Bcds and 1 Hb) are scattered in
the middle of this CRM, but they appear to be weaker matches to the motif consensus compared to
the ones in the core subregidi@apatsenket al., 2004. Using MAP estimation under CisModuler,
7 of the 12 motifs, 3 in the proximal and 4 in distal subregions of the CRM, are identified and the
core regions of the buttonhead CRM are correctly identified. Overall, among the 335 motif instances
(of 11 different regulatory proteins) and 19 CRMs contained in the loci we analyzed, 80 motifs and
16 CRMs are correctly identified, out of a total prediction of 316 motifs and 51 CRMs.

Under the aforementioned parameterization of CisModuler, the sensitivity measure of our pre-
diction (i.e., correct predictions/total annotated motifs) is ataddt. But it is worth pointing out
that this result is obtained at a very low noise-to-signal ratio (i.e., incorrect predictions/correct pre-
dictions) of less than 3. Most extant algorithms report a list of predictions ranked by the score and
provide no quantitative measure of prediction accuracy suitable for a comparison. A few extant
algorithms reported higher sensitivity, but at an extremely high N/S ratio. For example, the log-

odds-based MATCH prograb@Quandtet al., 1999 achieves a- 90% sensitivity with a N/S ratio of
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1379 and 784 for Ap-1 and NEAT sites, respectively; the more sophisticated comparative-genomics-
based rVista prografiootset al, 2004 achieves a similar sensitivity with N/S ratios of about 69
and 38, respectively. Such a high N/S ratio can make experimental verification extremely hard or
even infeasible, significantly compromising the value of the predictions. Also worth mentioning is
that our CRM-prediction using CisModuler is even more reliable, witB4 sensitivity, and 2.18

N/S. Thus it is possible to first identify the CRMs using a coarser-grained model, and then zoom in
to find motifs within the CRMs using a finer-grained model.

Note that unlike many other scoring schemes for motiffCRM detection, such as the log odds
or likelihood score regularized by word frequencies, our MAP prediction does not require a cutoff
value for the scores, nor a window to measure the local concentration of motif instances, both of
which are difficult to set optimally. To show the potential advantage of the MAP approach,lfey
shows the log odds of all sites in the buttonhead locus. Simply from inspection, it is apparent that,
even though we compute the log odds based on a more discriminating Markovian background model
together with the motif PWMs, we end up with too many positive signals (i.e., peaks with log odds
> 0). Exponentiating the log odds of all sites and thus transforming them to likelihood ratios (the
lower small panel in the graph) can significantly improve the contrast, but compared to the MAP
plot and the sketch of the genomic structure of this region, pruning away noises via a good cutoff

value and scoring window is still a non-trivial task.
2.5.5.2 Motif/lCRM prediction via thresholding posterior probability profile

The MAP prediction described in the previous section considers only a single (i.a ptbsteriori

most probable) functional state for each site in a DNA sequence, and to some degree underuses
the posterior probabilities of all possible functional states for each site. An alternative approach
is to use the full posterior probability distribution at each site as a score function, and analyze the
score profile of the whole sequence using strategies conventionally applied to log odds or likelihood
profiles, such as thresholding motif scores with a cutoff value (to qualify a motif instance) and

measuring local motif concentrations with a sliding window (to qualify a CRM).
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Figure 2.16: Motif- and CRM-scan using CisModuler. (a) MAP plot of the buttonhead locus under the CisModuler model.
The y axis denotes posterior probability, and thexis represents sites in the sequence. The black curve corresponds

to the global background state, the green curve corresponds to the intra-cluster background and buffer states, and other
color curves correspond to various motif states (red:Hb, blue:Bcd, and dotted curves correspond to the state of a reverse
oriented motif represented by the same color). For each site, only the posterior probability of the MAP state is plotted.
(b) Log odds of each site under the motif PWM versus a 3rd-order local Markov background model. Only positive scores
(i.e., higher motif prob. than background prob.) are shown in the large panel. Complete log odds profiles (including
the negative scores that indicate the background) are shown in the upper small panel for reference. The likelihood ratio
scores derived from the log odds are shown in the lower small panel. Between panels (a) and (b) is a graphical illustration
of the biological annotation of this region.
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Figure 2.17: Validation of the posterior score under CisModuler and the likelihood ratio score: trade-off between sensi-
tivity and noise. (a) Motif detection. (b) CRM detection. The performance curves record sensitivity and N/S achieved at
a wide range of score cutoff values.

Fig. 2.17a shows the trade-off between sensitivity and noise during motif detection, in terms of
the proportion of the known binding sites detected and the amount of concomitant noise generated.
Following[Huanget al,, 2004, Fig. 2.17a traces the balance of sensitivity versus N/S ratio achieved
at a wide range of score cutoffs. Two score profiles were analyzed, the posterior probability profile
computed using the CisModuler model for the bsophilaloci described before (red curve in
Fig. 2.17a), and a likelihood ratio profile for the same dataset computed using motif PWMs and
a 3rd-order local Markov model (black curve in F@l7a). Overall, the CisModuler posterior
probability score outperforms the likelihood ratio score over the entire range of noise-to-signal
ratio. Although not directly comparable (since different datasets are used), the performance curve
is similar to that offHuanget al., 2004 (or arguably better because of the longer input sequences
used and the presence of CRMs that complicate motif identifications.) It is interesting to note that
the MAP prediction seems to be trying to pick the best possible sensitivity in the low noise-to-signal
ratio region.

Fig. 2.1 shows the trade-off between sensitivity and N/S ratio for CRM (rather than maotif)
detection. The following scheme were used to identify a CRM based on the score profile: under a
given cutoff value of motif score, if the motif density within a sliding window of lengthis at least

¢, the corresponding sequence stretch is regarded as covered by a CRM. A contiguous region swept
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2.5 CisModuler: Modeling the Syntactic Rules of Motif Organization

by a sliding window that meets this criteria is regarded as a CRM. Following typical characteristics
of CRMs reported in the literature, we 3é&t = 500 andc = 2%. The sensitivity of CRM detection

is defined to be the ratio of the number of correctly predicted CRMs to the total number of CRMs;
and the N/S ratio as the ratio of the total length of all predicted CRMs over the length of correctly
predicted CRMs. From Fi@.17, it appears that CisModuler slightly outperform the the likelihood
ratio scheme in the high N/S region, and is significantly better in the low N/S region. As mentioned
earlier, the MAP prediction finds a good trade-off between the sensitivity and N/S ratio.

From the experiments reported above, we are optimistic that CisModuler is superior in motif
and CRM detection in a complex genomic context. But to predict based on the full posterior prob-
ability profile, a cutoff value is needed to qualify the possible presence of motif instances, and a
window size will be used to infer CRMs based on within-window concentration. Usually, such val-
ues have to be carefully determined from a training dataset, or via a statistical significance criterion
as in[Huanget al, 2004. As a reward, we can take advantage of both the motif dependencies and
syntactic architecture of motif distributions explicitly captured in the CisModuler, the flexibility of

the thresholding scheme, and the nice statistical guarantee provided by a significance test.
2.5.6 Summary and Discussion

In this section, we presented a model-based Bayesian approach for CRM and motif prediction,
which combines many of the desirable features provided by extant methods, and introduces several
important novel elements that overcome some of the shortcomings of extant methods. The exten-
sions and contributions includes: a more sophisticated HMM model that is intended to capture, to
a reasonable degree, the detailed syntactic structure of CRMistneulatory regions containing
CRMs; Bayesian priors for various state-transition parameters of the HMM grammar, which in prin-
ciple alleviate user specification of model paramefemmnd severakth-order Markov models for
various types of background sequences.

We compared our approach to the standard likelihood-ratio (or log odds) scoring approach,

"Although sophisticated users could choose to decide the “strength” of the priors, or define their own priors.
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2.6 LOGOS: for Semi-unsupervised de novoMotif Detection

and demonstrated superior results on large deaisophilaearly developmental enhancer analysis.
CisModuler provides a useful and arguably superior alternative approach to detect CRM and motif
occurrences based on a given PWM, and can be also used as a subrod@nsoiwomotif/CRM

detection from higher eukaryotic genomes.

2.6 LOGOS: for Semi-unsupervisedde novoMotif Detection

Recall that under theOGOS framework, the local, global and background submodels jointly de-
fine the likelihood of an observed DNA sequence that contains unspecified motifs. Each submodel
can be designed separately to address different aspects of the biological characteristics of a transcrip-
tional regulatory sequence, and combination of submodels each from a wide spectrum of possible
designs is possible. TherefoteDGOS facilitates a flexible trade-off between expressiveness and
complexity for motif modeling.

Most extant models fade novomotif detection fall into the most basic submodel combination,
namely, a PM local model plus a Ul global model (denoted ®GOS,,, in the sequel). Exam-
ples of LOGOS,,, include the basic models underlying the MENEgailey and Elkan, 1993and
AlignACE [Hugheset al,, 2004 programs (although both programs have more sophisticated and
efficient implementation, e.g., more careful initiation schemes for over-represented words, which in
practice improve their performance over a basGOS,,, model).

Having both the MotifPrototyper model for local motif structure and the CisModuler model for
global motif organization (which also includes thth-order Markov model for the background),
one can envisage a novel generative model for transcriptional regulatory sequences that is signifi-
cantly more expressive than any extant motif detection models. A graphical representation of such
a model, which is referred to d0GOS;,;, (standing for HMDM + HMM), is depicted in Fig-
ure2.18 (For simplicity, in the sequel we abbrevidt®GOS,,;, with the unsubscripted:OGOS”
when no confusion arises in the context, e.g., no comparison with other variatiW@®GDS is
being made.) Specifically, in such.®GOS model, the functional annotations of a DNA sequence

that determine the motif locations and modular structures are determined by a CisModuler HMM
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Figure 2.18: A modular construction of th&®GOS;,;, model for motif-bearing sequences. For simplicity, only one
possible motif and one study sequence are included in this model.

model; but the emission probabilities of the motif states, or the PWMs of the motifs, are generated
from a MotifPrototyper model, whereby prior knowledge regarding both global motif organization
and local motif structure is incorporated file novamotif detection, making it aemi-unsupervised
learningproblem. Note that the context-sensitive dependency induced by the latent motif indicator

x couples each sequence variable with all existing motif parameters. Thus the nucleotide identity of
any position in a sequence is determined by a complex dependency structure that captures intra and
inter motif dependencies reflecting both intrinsic structural properties and higher-level correlations
of the motifs (detailed i84.7).

The expressiveness bOGOS comes at the cost of resulting in a very expensive computational
problem for probabilistic inference in this model. Specifically, the inference and learning problem
associated with.OGOS is that of computing the maximura posteriori prediction of motif lo-
cations and the Bayesian estimate of motif PWMs. But unlike the situations we discussed when
dealing with only the MotifPrototyper or the CisModuler submodele©GOS, which essentially
intend to solve only one of the two aforementioned queries assuming the solution to the other is

known, now one needs to solve the two queries jointly, and this turns out to be intractable due to the
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2.6 LOGOS: for Semi-unsupervised de novoMotif Detection

exploded state space of the joint model.

Since no off-the-shelf exact algorithm works I0DGOS, some approximation schemes have
to be used. One option is to pursue a stochastic approximation using MCMC technigues such as
Gibbs sampling. In Chapter 5, we describe a Gibbs sampler algorithm for posterior inference on
LOGOS. But as demonstrated in a preliminary experiment on modest-sized input sequences (see
§4.7.2), the Gibbs sampler converges very slowly and appears impractical for supporting a realistic
motif detection program. In Chapter 4, we develop a deterministic approximation method called
generalized mean field inference. Essentially, a GMF algorithm alternates between solving one of
the two sub-problems mentioned before in the respective submod€d@OS, conditioning on
the approximate solution of the other sub-problem, and then updating the approximate solutions
using the newly obtained solutions, which yields a better approximation. It can be shown that this
algorithm is guaranteed to converge to a locally optimal solution, and defines a lower bound on the
likelihood of the study sequences. A full description of the theory and algorithm of GMF inference
in general graphical models, and specifically the fixed-point equations fdr@@&0OS model, is
deferred to Chapter 4. In the following, we present an extensive validation &fQBOS model
on fully annotated semi-realistic datasets and real genomic sequences from yeast, and a preliminary

test on a small set of unannotatebsophilagenomic sequences.

2.6.1 Experiments

2.6.1.1 Performance on semi-realistic sequence data

Recall that in§2.5, we validated the utility of the MotifPrototyper model fde novomotif de-

tection in conjunction with a trivial global model — oops, which assume one motif per sequence.
Now we consider a more realistic scenario, in which each study sequence contains multiple mo-
tifs. We compare three variants of th®GOS model for this setting, ordered by decreasing model
expressiveness, HMDM+HMMLOGOS;,;), PM+HMM (LOGOS,;) and PM+Ul LOGQOS,,,,).
Specifically, a slightly simplified OGOS;,;, is used for the task herein, where the global submodel

is a simpler HMM containing only a single global background state in addition to the motif states
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(meaning that no CRM structure is modeled), rather than using the highly elaborated CisModuler

Bayesian HMM tailored for higher eukaryotic sequences.

Single motif, and multiple instances per sequence. Under a realistic motif detection condition,

the number of motif instances is unknown. Rather than trying all possible numbers of occurrences
suggested by the user or decided by the algorithm and reporting a heuristically determined plau-
sible numberLOGOS uses the global HMM model to describe a posterior distribution for motif
instances, which depends on both the prespecified indicator state transition probabilities and the ac-
tual sequenceg to be analyzed. In this experiment, the transition probabilities are empirically set at a
default value to reflect our rough estimates of motif frequencies (i.e., 5%). But as more training data
of annotated regulatory sequences are collected, these parameters can be fit in a genome-specific

fashion.

Table 2.6: Performance €fOGOS for single motif detection, with unknown number of instances per sequence.

motif LOGOS,,), LOGOS,;, LOGOS,.,
name | FP FN FP FN FP FN

abfl 0.3115 0.2114 0.6774 0.1957 0.7917 0.9123
gald 0.1569 0.1569 0.1895 0.1534 0.2917 0.7939

gcn4d 0.1820 0.2355 0.6142 0.2821 0O 0.9594
gerl 0.1962 0.2134 0.3371 0.203§ 0.3333 0.9437
mat 0.0723 0.0337 0.3563 O 0.5000 0.9643
mcb 0.3734 0.091Q 0.3628 0.079Z 0.3333 0.9431
migl 0.0774 0 0.0854 0 0.9764 0.1000
crp 0.3768 0.3398 0.2727 0.5294 0 0.9487

Table2.6 summarizes the performance of three variants@EGOS for single motif detection,
with an unknown number of instances per sequence. We present the median false positive (FP)
and false negative (FN) rates (in terms of finding each instance of the motifs within an offset of
3 bp) of motif detection experiments over 20 test datasets. Each test dataset consists of 20 se-
guences, each generated by planting (uniformly at random) 0—7 instances of a motif (real sites from
SCPD), together with its permuted “decoy,” in a 300—-400 bp random background sequence. As
Table 2.6 shows,LOGOS,,, yields the weakest results, losing in all 8 motif detections (in terms

of (FP+FN)/2), suggesting that the conventional PM+UI model, which is used in MEME, and with
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slight variation, in AlignACE and BioProspector, is not powerful enough to handle non-trivial de-
tection tasks as posed by our test seOGOS,,;, improves significantly ovetOGOS,,,, even
yielding the best performance in one case ffmh), suggesting that the HMM global model we
introduced indeed strengthens the motif detector. Finally, as ho@@0S;,;, yields the strongest
results, performing best on 7 of the 8 maotifs, convincingly showing that capturing the internal struc-
tures of motifs and making use of prior knowledge from known motifs, combined with the use of
the HMM global model, can yield substantially improved performance. Our results are reasonably

robust under different choices of the global HMM parameters.

Simultaneous detection of multiple motifs. Detecting multiple motifs simultaneously is ar-
guably a better strategy than detecting one at a time and then deleting or masking the detected
motifs, especially when motif concentrations are high, because the latter strategy mistakenly treats
the other motifs as background, causing potentially suboptimal estimation of both motif and back-
ground parameters. The global HMM model we propose readily handles simultaneous multiple
motif detection (say, findindd motifs at a time): we only need to encode all motif states into the
state spac8 of the motif indicatorX, and perform standard HMM inference. The locations of all
motifs can be directly read off from the state configuration:offable2.7 summarizes the results

on 20 test sets each containing 20 sequences harboring rabtifsgal4 andmigl (06 total in-
stances/seq). The upper panels show the predictive performance based on the optimal (in terms of
maximal log-likelihood ofy from 50 independent runs of the GMF algorithm) posterior expectation

of X. Note that with a MotifPrototyper local mod&lDGOS;;, exhibits better performance. In the

lower panels, we show the best FP-FN results in the top three predictions (i.e., top 3 PWMs for each
of the K motifs we look for) made by.OGOS (note that K -at-a-time’ prediction yields a total

of 3K possibly redundant motif patterns). This is close to the stochastic dictionary scenario where
the predicted motif is to be identified from the optimal dictionary of the patterns resulting from the
motif detection prograniGupta and Liu, 2008 It is expected that a human observer could easily

pick out the biologically more plausible motifs when given a visual presentation of the most likely
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motifs suggested by a motif finder.

Table 2.7: Simultaneous multiple motif detection (median FP-FN rate over 20 test sets containing three motifs.)

LOGOSy,, LOGOS,,,
FP FN FP FN

MAP pre- | abfl | 0.3591 0.3274 0.7778 0.7434
diction gald | 01259 0.1714 0.3751 0.1491
migl | 0.3849 0.2243 0.3481 0

best oftop 3 | abfl 0.3841 0.240Q 0.4721 0.397Z
prediction gal4 0.0926 0.0986 0.2609 0.1255
migl 0.1250 0.0333 0.2318 O

Detecting motifs of uncertain lengths. A useful property of the MotifPrototyper submodel is

that it actually does not need to know the exact lengths of the motifs to be detected, since the Mo-
tifPrototyper allows a motif to start (and end) with consecutive heterogeneous sites. Thus, a blurred
motif boundary is permissible, especially when the resulting window is large enough to cover at
least the entire length of the motif. As a result, we do not have to know the exact length of the
motif, but just need to roughly guess it conservatively, durdiegnovomotif detection. This is
another appealing feature bDGOS, which extends its flexibility. As shown in Tab&8, even

in simultaneous multiple motif detection, with improperly specified motif lendtl&50S;,;, per-

forms nearly as well as when motif lengths are precisely specified, whe@@©S,, is not as

good.

Table 2.8: Simultaneous detection of three motifs, with lengths improperly specified (18, 22, and 20 bp, respectively,
instead of the actual 13, 17, and 11 bp).

LOGOS;, LOGOS,;,
FP FN | FP FN

MAP pre- | abfL | 0.7295 0.6667 0.8021 0.768Q
diction gal4 | 0.1167 0.2042 0.2357 0.1325
migl | 0.4183 0.212§ 0.8150 0.8381

best of top 3 | abfl 0.3310 0.2804 0.5742 0.4821
prediction gal4 0.0955 0.1227 0.1882 0.125Q
mig1l 0.2124 0.1327 0.3218 0.1623

2.6.1.2 Motif detection in yeast promoter regions

In this section we report a performance comparison@&0S (HMM+HMDM) with two popular

motif detection programs, MEME and AlignACE, on 12 yeast genomic sequence sets gathered
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from the SCPD database (the selection is based on having at least a total of 5 motif instances in
all sequences and the motif being independent of our training set). Each sequence set consists of
multiple yeast promoter regions each about 500 bp long and containing on both strands an unknown
number of occurrences of a predominant motif (but also possibly other minor motifs) as specified
by the name of the dataset (Tal@®, where the rightmost column gives the number of sequences

in each dataset). Note that both the relatively large sizes of the input sequences and the possible
presence of motifs other than what has been annotated make the motif finding task significantly more
difficult than a semi-realistic test data or small, well curated real test data. We use the following
command to run MEME: “ meme $efile -p 2 -dna -mod tcm -revcomp -nmotifs 1. ” In practice, this
means that it searches for a DNA sequence on both strands for at most one motif, which can occur
zero or more times in any given sequence. AlignACE is run with default command-line arguments
nearly identical to those for MEME, with the only difference that AlignACE can return multiple
predicted motifs (of which we select the best match from the top five MAP predictib@30S

is set in the multiple-detection mode and is used to make two motif predictions simultaneously. As
shown in Table.9, for this non-trivialde novamotif detection task,OGOS outperforms the other

two programs by a significant margin.

Table 2.9: Comparison of motif detectors on yeast promoter sequences.

set LOGOS MEME AlignACE seq
name | FP FN FP FN FP FN no.
abfl | 0.7949 0.6522 1.0000 1.000Q 0.5294 0.6087 20
csre | 0.4444 0.1667 0.7778 0.500Q 0.8000 0.500Q 4
gal4 | 0.1333 0.0714 0.1667 0.2857 0.3333 0.1429 6
gcnd | 0.3529 0.18527 1.0000 1.000Q 0.3333 0.5556 9
gcerl | 0.2859 0.6154 1.0000 1.000Q 0.4545 0.4615 6
hstf 0.8571 0.5556 0.6000 0.555¢ 0.8500 0.6667 6
mat 0.4194 0 0.3750 0.5625 0.2500 0.250Q 7
mcb | 0.4706 0.250Q 0.2000 0.3333 0.2500 0.250Q 6
migl | 0.8077 0.2857 1.0000 1.000Q 0.8333 0.7857 22
pho2 | 0.9024 0.500Q 1.0000 1.000Q 1.0000 1.000Q 3
swi5 | 0.7647 0.500Q 1.0000 1.000Q 0.9412 0.750Q 2
uash | 0.8250 0.6818 1.0000 1.000Q 0.9231 0.9545 18

2.6.1.3 Motif detection inDrosophilaregulatory DNAs

In this section, we report on a preliminate novomotif discovery analysis of the regulatory re-

gions of the 9Drosophilagenes involved in body segmentation. The input data consists of 9 DNA
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sequences ranging from 512 to 5218 bp, as describf8ermmanet al, 2004. Biologically iden-

tified motifs includebcd, cad, hb, kni andkr. For comparison, we provide the PWMs postulated
by Bermanet al. for these five motifs, which were used in their motif scan analysis (FigLirg.

The sources of all PWMs are biologically identified sequence segments from the literature (which
are unaligned, ranging from 5 to 93 instances per motif, and alibut 40 bases in length). The

PWNMs are derived from an alignment of all these identified motif sequences.
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Figure 2.19: Bermaret al’s Drosophllamotlf patterns derived from multl-allgnments of biologically identified motif
instances.
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Figure 2.20: Motif patterns detected b GOS in the regulatory regions of Brosophilagenes.

We appliedLOGOS (which is set to identify 4 motifs at a time) to tHgrosophila dataset;
Figure2.20gives a partial list of the top-scoring motif patterns (of the top three runs out of a total
of 50 runs, evaluated by the likelihood under tl@GOS model at convergence). Note that the
logosshown here are not the conventional sequence logos based on counts of aligned nucleotides;
instead we use the logo visualization software to graphically prese®apesian estimateof the
position-specific multinomial parametef<of each motif, so they are not necessarily equal to the

usual nt frequencies of aligned sequences, but represent a more robust probabilistic model of the
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motif sequences. A visual inspection reveals that patterns 1 and 5 corresponchtoathécad

binding sites, respectively (as confirmed by the matching locations of our results and the sequence
annotations). Part of pattern 2 agrees with the reverse complement kif thetif (containing -
CCCxTT-), but this motif seems to be actually a “two-block” motif because the pattern we detected
under a longer estimated motif length contains an additional co-occurring conserved pattern a few
bases upstream. Part of pattern 7 is close tdttthmotif (containing -AATCC-) but also contains
additional sites (i.e., the three highly conserved C’s upstream), which turned out to result from a
number of false positive substrings picked up together with theldodenotifs. A careful exami-

nation of pattern 6 suggests that it may be actually derived from putative motif subsequences that
correspond to thkni binding site. This is not obvious at first because it appears quite different from
theknilogo in Figure2.19 But after seeing an examplai site in stripe 2/7: 5’agaaaactagatca3’,
starting at position 35, we realized that this answer might be plausible. The discrepancy is likely due
to artifacts in the original generation of the alignment data supportingrthlego: only 5 biolog-

ically identified instances were used and they are quite diverse; the resulting multiple alignment is
visually sub-optimal in that homogeneous sites are severely interspersed with heterogeneous sites.
Patterns 3, 4, and 8 are putative motifs not annotated in the input sequences. We also ran the same
dataset through MEME (also 4 patterns to be found a time) and the output is in general weaker and
harder to interpret. Figur2.21shows the best three patterns, from which one could recogribe a
(pattern 1) and &ad (pattern 3). Note that the motif logos given in Fig@rd9are based on the
nucleotide-frequency profiles of biologically identified instances from many sources. Thus it is not
surprising that some of the patterns we found are similar to but do not match the logos inFidure
exactly since our logos are derived from Bayesian estimates of the motif parameters and our data
source consists of a small number of regulatory regions obtlesophilagenome, which might be

smaller and less representative compared to the data source underlyingZidu(except forkni).
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Figure 2.21: Motif patterns detected by MEME in the regulatory regions dbtheophilaeve-skipped gene.
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2.7 Conclusions

In this chapter, we presented a modular, parametric Bayesian md@aélQS, to capture various
aspects of the characteristics of DNA motifs in the transcriptional regulatory sequences, including
canonical structures of motif families, syntax of motif organization, and the distribution of back-
ground sequences. Using a graphical model formalisDnGOS manifests a modular architecture

for the motif model, which consists of a local submodel for the sequence composition of motif sites,
a global submodel for the locational distribution of motif sites in the genomic sequences, and a
background submodel for non-motif sequences — addressing different aspects of motif properties
in a divide-and-conquer fashion.

We developed a MotifPrototyper model for local motif alignment, which captures site depen-
dencies inside motifs and incorporates learnable prior knowledge from known motifs for Bayesian
estimation of the PWMs of novel motifs in unseen sequences. We also developed a CisModuler
HMM model for the global motif distribution, which introduces dependencies among motif in-
stances and allows efficient and consistent inference of motif locations. A deterministic algorithm
based on generalized mean field approximation will be described in Chapter 4 to solve the complex
missing value and Bayesian inference problems associated withGS model. As will be
explained shortly, GMF allows probabilistic inference in the local alignment and the global distribu-
tion submodels to be carried out virtually separately with a proper Bayesian interface connecting the
two processes. This divide and conquer strategy aligned with the modular architedt @& oIS
makes it much easier to develop more sophisticated models for various aspects of motif analysis
without being overburdened by the daunting complexity of the full motif problem.

Due to the functional diversity of the DNA motifs, it is expected that there could exist more
complex dependencies and regularities in the structures of motifs. Thus, further investigations into
these properties and more powerful local models for motifs are needed. Similarly, the HMM-based
global model we proposed is only a first step beyond the conventional Ul model, and is only able to

capture dependencies between motifs and motif clusters at a very limited level (e.g., it cannot model
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higher-order dependencies such as hierarchical structures and long-distance influence between mo-
tifs). More expressive models are needed to achieve these goals. Nevertheless, un0& @&
architecture, extensions from baseline models are modular and the probabilistic computations in-
volved can also be handled in a divide-and-conquer fashion via generalized mean field inference.
We are optimistic that OGOS can serve as a flexible framework for motif analysis in biopolymer

sequences.
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Chapter 3

Modeling Single Nucleotide
Polymorphisms for Haplotype Inference

— A Nonparametric Bayesian Approach

In addition to unveiling the genetic code underlying the structure, localization, and regulation of
biopolymer macromolecules such as proteins and RNAs that are essential for biological activities,
and thereby facilitating mechanistic analysis of the function and evolution of various organisms, the
availability of nearly complete genome sequences for organisms such as humans also makes it possi-
ble to begin to explore individual differences between DNA sequences on a genome-wide scale, and
to search for associations of such genotypic variations with diseases and other phejRisges
200d.

The largest class of individual differences in DNA are #lirggle nucleotide polymorphismar
SNPs. Millions of SNPs have been detected thus far out of an estimated total of ten million common
SNPd Sachidanandamt al., 2001, Venteret al., 2001. SNPs are promising markers for population
genetic studies and for localizing genetic variations potentially responsible for complex diseases due
to their high density, low mutation rate, and amenability to automated genotypatitet al., 2001].
However, each individual SNP only yields limited information regarding populational variation and
disease associatidikey et al, 2001. It is known that studies using haplotype information of
multiple linked SNPs generally outperform those using single-marker andlysiss and Clark,

2002 Clark, 2003. Thus it is important to know the haplotype structure of the genome in the
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population under study. In this chapter, we present a novel honparametric Bayesian approach for
haplotype inference from SNP genotype data. Some of the material in this thesis has appeared

before in[Xing et al,, 20044.

3.1 Biological Foundations and Motivation

Recall that a chromosome is a complete strand of DNA in the genome. For diploid organisms such
as humans, each individual has two physical copies of each chromosome in his/her somatic cells.
One copy is inherited from the mother, and the other from the father.

A SNP commonly has two variants, aleles at a single chromosomal locus in the popula-
tion, corresponding to two specific nucleotides chosen ffotnC, G, T}. 1 Essentially, SNPs
are genetic variations in the same chromosomal locus among different individuals in a population,
which are usually neutral nucleotide substitutions that are not necessarily functionally essential and
do not substantially affect the fitness of their beat&msiglyak and Nickerson, 2001 Thus, they
are believed to result from ancient neutral mutations that took place in the ancestors of the modern
population, and may carry important information about tribal or ethnic group formation, evolution

and migratior{ Stoneking, 200/

GATCTTCGTACTGART
GATCTTCGTACTGACT > Haplotype

GATTTTCGTACGGAAT

GATCTTCGTACTGAGT CTCE 3/8 healthy
GATCTTCGTACTGAAT TCA 3/8 healthy
GATTTTCGTACGGAAT CTA 2/8 disease X

GATTTTCGTACGGAAT
GATCTTCGTACTGAAT

— T

chromosome I

Figure 3.1: SNP haplotypes and possible phenotype associations.

A haplotypeis a list of alleles at consecutive sites in a local region of a single chromosome.

*An alleleis a variant of a SNP, a gene, or some other entity associated with sites in DNA. In our case (SNPs), the sites
are single nucleotides, and the alleles can generally be assumed to be binary, reflecting the fact that lightning (mutation)
doesn't tend to strike twice in the same place.
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3.1 Biological Foundations and Motivation

It can be regarded as a state configuration of a particular chromosome3(Big.Although in

general the individual SNPs are themselves not related to functionality, the SNPs haplotypes may
co-occur with some disease-related phenotypes due to physical proximity of the haplotype to pos-
sible causal regions on the DNA genome, which could lead to co-inheriféhey et al, 2001,

Daly et al, 2001, Pritchard, 200l. Therefore, haplotypes can be used for inferring the chromo-
somal locations of the genes underlying diseases. Assuming no recombination in a local region
containing multiple SNPs, a haplotype is inherited as a unit. Recall that for diploid organisms
(such as humans) the chromosomes come in pairs. Thus two haplotypes go together to make
up agenotype which is the list ofunorderedpairs of alleles in a region. That is, a genotype

is obtained from a pair of haplotypes by omitting the specification of the association of each al-
lele with one of the two chromosomes—ijthase Phase information can be critical to the map-

ping of a disease gene, by allowing a more precise and robust localization of it within a target
area via a linkage analysis which assesses the level and significance of statistical associations be-
tween disease phenotypes and genetic marfeksy et al, 2001, Clark, 2003. To date, hap-

lotype mapping has been successfully employed for a number of monogenic diseases, such as
cystic fibrosis and Huntington’fLazzeroni, 200], and has appeared valuable in locating sus-
ceptibility genes in complex multigenic disorddRuffenbergeet al, 1994 Hugotet al,, 2001,

Rioux et al, 2001. In these cases, exploiting haplotype information can greatly reduce the num-
ber of assays necessary to genotype a subject's genome and thus facilitate comprehensive whole-
genome association studies for mapping complex diseases.

Common biological methods for assaying genotypes typically do not provide phase information
for individuals with heterozygous genotypes at multiple autosomal loci @&); phase can be
obtained at a considerably higher cost via molecular haplotylgtatjl et al., 2001. In addition to
being costly, these methods are subject to experimental error and are low-throughput. Alternatively,
phase can also be inferred from the genotypes of a subject’s close re[atvdgeet al, 1999.

But this approach is often hampered by the fact that typing family members increases the cost and

does not guarantee full informativeness. It is desirable to develop automatic and robust methods for

113



3.2 Problem Formulation and Overview of Related Work
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Figure 3.2: Phase ambiguity. For a heterozygous individual, who has different SNP alleles on the pair of chromosomes at
multiple loci, a standard sequencing experiment only yields the joint identity of both alleles of each SNP locus (i.e., the
genotypes), whereas the exact chromosomal association of the alleles (i.e., the haplotype, or phase) of the SNP sequence
is lost. (This is because that it is technically difficult to sequence the paired chromosomes in a cell separately in a
standard sequencing experiment, which simply blends all cell extracts in the same test tube.) It is often the case that for
given genotypes of multiple SNPs, there exist multiple consistent haplotype reconstructions. For example, the genotypes
shown here can be consistently explained by either one of these two possible associations of alleles to chromosomes.
inferring haplotypes from genotypes and possibly other data sources (e.g., pedigrees). As pursued in
this chapterin silico phasing programs based on explicit statistical models are a feasible approach

to meet these goals.

3.2 Problem Formulation and Overview of Related Work

From the point of view of population genetics, the basic model underlying the haplotype inference
problem is a finite mixture model. That is, lettirtg denote the set of all possible haplotypes
associated with a given region (a set of cardinalityn the case of binary polymorphisms, whére
is the number of heterozygous SNPs), the probability of a genotype is given by:

plg)= Y p(h1, ha)p(glhy, ha), (3.1)

h1,ha€H

where the likelihood model (i.e., 2nd term on the r.h.s.), which defines the probability of an (ob-
served) genotype pattern given a pair of (latent) haplotype patterns, is referred weastgpe

mode] the mixing proportion (i.e., 1st term on the r.h.s.), which defines the joint probability of a
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3.2 Problem Formulation and Overview of Related Work

pair of haplotypes, is referred to adaplotype modeland the space of all possible haplotypes in
this region in a population is called tpepulation haplotype pooln the standard setting (e.gEx-

coffier and Slatkin, 1995, one usually assumes that:

e The genotype model is deterministic (i.e., typing is considered as noiseless),

p(h1, h2)p(glh1, ho) = I(h1 © ha = g)

wherel(h; @ he = g) is the indicator function of the event that haplotygasand ko are

consistent withy.

e The pair of haplotypes of an individual are subject to Hardy-Weinberg equilibrium (HWE)
(i.e., the pair of haplotypes are independently inheritedpge, 200p, an assumption that is

standard in the literature and will also be made here,
p(hi, h2) = p(h1)p(ho)

e The size of the the population haplotype pool is set fixed (to a manageable integer) to avoid
exhaustive enumeration,

H=K < 2F

Given this basic statistical structure, the haplotype inference problem can be vienissig
value inferencandparameter estimatioproblem. Numerous statistical models and statistical in-
ference approaches have been developed for this problem, which will be briefly reviewed shortly.
There is also a plethora of combinatorial algorithms based on various deterministic models of hap-
lotypes. While recognizing their effectiveness in a number of occasions and important insights they
provide to the problem, we choose to forego an extensive discussion of this literature (latisee
field, 2004 for an overview) and focus on statistical methods in this chapter. It is our view that
the statistical approaches provide more flexibility in handling missing values (e.g., occasional miss-
ing genotyping outcomes), typing errors, evolution modeling and more complex scenarios on the

horizon in haplotype modeling (e.g., recombinations, gene linkage, etc.).
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3.2 Problem Formulation and Overview of Related Work

3.2.1 Baseline Finite Mixture Model and the EM Approach

Given the statistical structure illustrated in EQ.1), the simplest methodology for haplotype in-
ference is maximum likelihood via the EM algorithm, treating the haplotype identities as latent
variables and estimating the parametg(’s), usually referred to agopulation haplotype frequen-

cies f3, assuming that the individual haplotypes @defollowing a multinomial distribution pa-
rameterized by{ f; : h € H} [Excoffier and Slatkin, 1995 This methodology has rather severe
computational requirements, in that a probability distribution must be maintained on the (large) set
of possible haplotypes, but even more fundamentally it fails to capture the notion that small sets of
haplotypes should be preferred. This notion derives from an underlying assumption that for rela-
tively short regions of the chromosome there is limited diversity due to population bottlenecks and
relatively low rates of recombination and mutation.

The key shortcoming of the aforementioned EM-based finite mixture model lies in its inability
to take into account uncertainty about the the number of haplotypes (i.e., the number of mixture
components), and to impose appropriate statistical bias. This problem is, up to a terminological
mapping, closely related to clustering problems that are commonly studied in machine learning and
data mining literature. In particular, collaborative filtering involves the clustering of sets of choices
made by sets of individuals, and this clustering problem is closely related to the clustering of sets
of alleles in sets of chromosomes. In these domains, the perennial problem of "how many clus-
ters?” is well known, and is particularly salient in large data sets where the number of clusters needs
to be relatively large and open-ended. At one time, an EM algorithm can only handle a pre-fixed
integer number of mixture components (e2f,or a smaller numbek of possible haplotypes).

In haplotype phasing, such an approach does not return any estimate of uncertainty about the spe-
cific number of haplotypes that it finds, and heuristics such as cross-validation needs to be used to

empirically pick a favorablds.
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3.2 Problem Formulation and Overview of Related Work

3.2.2 Bayesian Methods via MCMC

One approach to dealing with the issue of the unknown number of mixture components, and the
desirable bias for more compact phase reconstruction, is to formulate a notion of “parsimony,” and
to develop algorithms that directly attempt to maximize parsimony. Several important papers have
taken this approackClark, 1990 Clark et al,, 1998 Gusfield, 2002Eskinet al,, 2003 and have
yielded new insights and algorithms. Another approach is to elaborate the probabilistic model,
in particular by incorporating priors on the parameters. Different priors have been discussed by
different authors as outlined in the following. These models provide implicit notions of parsimony,

via the implicit “Ockham factor” of the Bayesian formalidf@ernardo and Smith, 1994
3.2.2.1 Simple Dirichlet priors

The PL model proposed by Niet al. [Niu et al, 2004, which was implemented in the software
HAPLOTYPER, incorporates simple Dirichlet priors to the haplotype frequengfe$, to be esti-

mated (no prior for the haplotypes themselves are introduced):

_ T(Z,6n) 51
P = 150 1;[ (4] (32)

As indicated by Stepheret al. [200d, the Dirichlet priors correspond to a simple, but highly
unrealistic assumption about the genetic processes underlying the evolution of the study population
— that the genetic sequence of a mutant offspring does not depend on the progenitor sequence.

As is standard in Bayesian inference, an MCMC algorithm, specifically, a novel Gibbs sam-
pling scheme, was used to compute the Monte Carlo estimates, i.e., the haplotype frequencies and
the individual haplotypes. In particular, two computational trickgp#ier annealingandpartition-
ligation (from which comes the name of the model) — appeared to significantly reduce the com-
putational effort required to obtain a good approximation to the true posterior distribution of the

aforementioned estimators of interest.
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3.2 Problem Formulation and Overview of Related Work

3.2.2.2 The coalescent prior

The model introduced by Stepheeisal. [2001] (referred to as the SSD model after its authors) is
based on a more elaborate Bayesian framework, which assumes that the unobserved haplotypes are
subject to a prior that considers how randomly sampled individuals are related genealogically via a
neutral coalescehBtephens and Donnelly, 200Gor computational feasibility (i.e., not having to
marginalize over a space of all valid genealogical trees), they devised a Gibbs sampler that samples
individual haplotypes from a conditional distribution that approximates the coalescent:

a *0
m(h = BIH) = er (7“—1—9) r+9( Yas (3:3)

a€EH s

wherer,, is the number of haplotypes of typein the setH (the set of all haplotypes in the study
population excluding the next sampled haplotyiper is the cardinality of, 6 is a scaled mutation
rate, andl’ is the substitution probability matrix between all pairs of haplotypes.

The coalescent prior is arguably more realistic than the “parent-independent” mutation model
underlying the simple Dirichlet prior in the PL model, and favors mutant offspring that differ only
slightly from the progenitor sequences, hence implicitly introducing a parsimonious bias. A recent
paper by Liret al.[2007 also described a number of modifications to the SSD model, which appears
to slightly compromise the approximation to the coalescent prior but on the other hand improves the
efficiency of the sampling algorithm in the original implementation of SSD. The latest version of
the software PHASE, where the coalescent prior is used, also assimilates the computational tricks
(i.e. prior annealing and ligation) contributed by Nitial.[2004, and represents the state of the art
haplotype inference program, significantly and constantly beating other extant methods on real and

simulated data.
3.2.3 Bayesian Network Prior

Note that the coalescent model does not readily generalize to more complex scenarios such as pos-
sible recombinations within a stretch of SNPs. A recombination could reduce the linkage disequi-

librium, or in other words, decouple the subsets of SNPs on the two sides of the recombination spot
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3.2 Problem Formulation and Overview of Related Work

on the chromosome. Exploiting this phenomenon, or finding SNP blocks with high internal linkage
(even though they do not necessarily arise from the presence of true recombinations hotspots that
define their boundaries), could help to optimally decompose the difficult problem of phasing long
stretches of SNPs into multiple subproblems of manageable sizes, i.e., phasing each block of SNPs
separately, and then trying to stitch together the sub-solutions. Greesisplai2003 attempted to

model the events of recombination on a chromosome as a 1st-order hidden Markov process, defining
a segmentation of the whole sequence of SNPs. Associated with each block of consecutive SNPs
resulting from the segmentation is a block-specific distributioarafestral haplotypesFor each
chromosome, the choice of ancestral haplotype at each block is determined by thetateitina-

tion variablesassociated with each block. The configuration of the recombination variable at each
block is 1st-order Markovian with respect to the recombination variables of the previous blocks.
Within each block, each individual haplotype is a possibly corrupted (via mutations) version of the
ancestral haplotype under a stochastic mutation model. This model readily handles missing values
and mis-typings in SNP data acquisition, and elegantly facilitates a divide-and-conquer strategy for
large phasing problem. Note that the number of ancestral haplotypes at each block and the bound-
aries of the blocks are unknown model parameters. A minimum description length (MDL) criterion

is used for model selection in conjunction with an EM algorithm.

Identifying and interpreting haplotype blocks is a standing-along problem that has received
much attention in recent years due to its relevance to understanding the linkage disequilibrium
structures of chromosomes and the evolution history of the genome. In addition to the work of
Greenspaet al.[2003, numerous methods outside the context of haplotype phasing (i.e., focusing
on empirically phased data), such as dynamic programifadhgnget al, 2004, HMM [Daly et
al., 2001, and MDL [Anderson and Novembre, 2003have been reported. We view these as a

complementary issue to the problem we are interested in here, and forego an extensive review.
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3.2.4 Summary and Prelude to Our Approach

Extant approaches for phasing rely on the plausible assumption that, locally, haplotype data has lim-
ited diversity. This constraintis modeled in different ways by the different methods, often leading to
“guessing” in advance a parameter that represents the size of the genetic pool in the population. No
current approach suggests an explicit probabilistic model for this quantity, but rather an empirical
estimate is used. Such an approach fails to take into account uncertainty in this important quantity.
Moreover, to ensure success, this quantity has to be set large so that no or few individual haplo-
type configurations will be missed. This heuristic causes a computational burden and may bias the
algorithm toward non-parsimonious solutions with a large number of rare haplotypes.

In the following we also take a Bayesian statistical approach, but we attempt to provide more ex-
plicit control over the number of inferred haplotypes than has been provided by the statistical meth-
ods proposed thus far. The resulting inference algorithm has commonalities with the parsimony-
based schemes.

The approach to be presented is based on a nonparametric prior knownDisichket pro-
cess[Ferguson, 1973 In the setting of finite mixture models, the Dirichlet process — not to be
confused with the Dirichlet distribution — is able to capture uncertainty about the number of mix-
ture componentfEscobar and West, 20D2The basic setup can be explained in terms of an urn
model, and a process that proceeds through data sequentially. Consider an urn which at the out-
set contains a ball of a single color. At each step (i.e., for each data point) we either draw a ball
from the urn and replace it with two balls of the same color, or we are given a ball of a new color
which we place in the urn, with a parameter defining the probabilities of these two possibilities. The
association of data points to colors defines a “clustering” of the data.

To make the link with Bayesian mixture models, we associate with each color a draw from
the distribution defining the parameters of the mixture components. This process dgiimas a
distributionfor a mixture model with a random number of components. Multiplying this prior by
a likelihood yields gposterior distribution Markov chain Monte Carlo algorithms have been de-

veloped to sample from the posterior distributions associated with Dirichlet process| psoobar
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3.3 Haplotype Inference via the Dirichlet Process

and West, 2002\eal, 2000.

The usefulness of this framework for the haplotype problem should be clear—using a Dirich-
let process prior we in essence maintain a pool of haplotype candidates that grows as observed
genotypes are processed. The growth is controlled via a parameter in the prior distribution that cor-
responds to the choice of a new color in the urn model, and via the likelihood, which assesses the
match of the new genotype to the available haplotypes.

To expand on this latter point, an advantage of this probabilistic formalism is its ability to
elaborate the observation model for the genotypes to include the possibility of errors. In particular,
the indicator functiori(h; @ he = g) in Eq. 3.1 is suspect—there are many reasons why an
individual genotype may not match with a current pool of haplotypes, such as the possibility of
mutation or recombination in the meiosis for that individual, and/or errors in the genotyping or data
recording process. Such sources of small differences should not lead to the inference procedure
spawning new haplotypes.

In the following we present a statistical model for haplotype inference based on a Dirichlet
process prior and a likelihood that includes error models for genotypes. A Markov chain Monte
Carlo procedure, in particular a procedure that makes use of both Gibbs and Metropolis-Hasting

updates, for posterior inference, will be described in Chapter 5.

3.3 Haplotype Inference via the Dirichlet Process

The input to a phasing algorithm can be represented ganatype matrixG with columns cor-
responding to SNPs in their order along the chromosome and rows corresponding to genotyped
individuals. G; ; represents the information on the two alleles of#tle individual for SNP;. we

denote the two alleles of a SNP by 0 and 1, &éhd can take on one of four values: 0 or 1, indicating

a homozygous site; 2, indicating a heterozygous site; and '?’, indicating missing data.

We will describe the model in terms of a pool of ancestral haplotypdsnaplatesfrom which

2Although we focus on binary data here, it is worth noting that our methods generalize immediately to non-binary
data.
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3.3 Haplotype Inference via the Dirichlet Process

each individual haplotype originat¢&reenspan and Geiger, 203 he haplotype itself may un-

dergo point mutation with respect to its template. The size of the pool and its composition are both
unknown, and are treated as random variables under a Dirichlet process prior. We begin by pro-
viding a brief description of the Dirichlet process and subsequently show how this process can be

incorporated into a model for haplotype inference.
3.3.1 Dirichlet Process Mixture

Rather than present the Dirichlet process in full generality, we focus on the specific setting of mix-
ture models, and make use of an urn model to present the essential features of the process. For a
fuller presentation, see, e.gshwaran and Jamg¢2001]. Assume that data arise from a mixture
distribution with mixture componenis(z|¢). Also assume the existence obase measuré&(¢),
which is one of the two parameters of the Dirichlet process. (The other is the parametach
we present below). The paramet&f¢) is not the prior forp, but is used to generate a prior for
in the manner that we now discuss.

Consider the following process for generating samples xo, . . ., z, } from a mixture model

consisting of an unspecified number of mixture componentsgaivalence classes

e The first sample:; is sampled from a distribution(z| ¢, ), where the parametey is sampled

from the base measu@(¢).

e Theith sampley;, is sampled from the distribution z|¢., ), where:

— The equivalence class of sample;, is drawn from the following distribution:

. . n j

p(Ci =Cy for some) < 'l|C17 e ,Ci_l) = ﬁ (34)
. . T

p(CZ' 7é Cj fOI‘ a”] < Z‘Cl,...,Ci_l) = m, (35)

wheren,, is theoccupancy numbeof classc;—the number of previous samples be-

longing to class;.
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— The parametep,, associated with the mixture components obtained as follows:

¢e; = ¢, I ¢ =c; forsomej <i(i.e.,c; isapopulated equivalence class)

be; ~ G(o) if ¢;#c; forall j <i(i.e., c;isanew equivalence class)

Egs. 8.4) and @.5) define a conditional prior for the equivalence class indicatof each sam-
ple during a sequential sampling process. They imply a self-reinforcing property for the choice of
equivalence class for each new sample—previously populated classes are more likely to be chosen.
It is important to emphasize that the process that we have discussed will be usgdias a
distribution We now embed this prior in a full model that includes a likelihood for the observed

data. In Sectio®.3we develop Markov chain Monte Carlo inference procedures for this model.

3.3.2 DP-Haplotyper: a Dirichlet Process Mixture Model for Haplotypes

Figure 3.3: The graphical model representation of the haplotype model with a Dirichlet process prior. Circles represent
the state variables, ovals represent the parameter variables, and diamonds represent fixed parameters. The dashed boxes
denote sets of variables corresponding to the same ancestral template, haplotype, and genotype, respectively. The solid
boxes correspond to i.i.d. replicates of sets of variables, each associated with a particular individual, or ancestral template,
respectively.

Now we present a probabilistic moddédP-Haplotyper for the generation of haplotypes in

a population and for the generation of genotypes from these haplotypes. We assume that each
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3.3 Haplotype Inference via the Dirichlet Process

individual's genotype is formed by drawing two randdemplatesfrom an ancestral pool, and

that these templates are subject to random perturbation. To model such perturbations we assume
that each locus is mutated independently from its ancestral state with the same error rate. Finally,
assume that we are given noisy observations of the resulting genotypes. The model is displayed as
a graphical model in Figurg.3.

Let J be an ordered list of loci of interest. For each individijalenote his/her paternal haplo-
type byH;, := [Hi, 1, . .., Hj, 7] and maternal haplotype 0;, := [H;, 1, ..., H;, j]. We denote
a set of ancestral templates By = {A;, Ay, ...}, where A, := [Ay1,..., Ay s] is a particular
member of this set. The sdtis a random variable whose cardinality and composition are not fixed,
but rather vary with realizations of the Dirichlet process and vary with the observed data.

In our framework, the probability distribution of the haplotype variablg, where the sub-
subscriptt € {0, 1} indexes paternal or maternal origin, is modeled by a mixture model with an
unspecified number of mixture components, each corresponding to an equivalence class associated
with a particular ancestor. For each individualwe define the equivalence class varialblgs
and C;, for the paternal and maternal haplotypes, respectively, to specify the ancestral origin of
the corresponding haplotype. Thg, are the random variables corresponding to the equivalence
classes of the Dirichlet process. The base meaSurethe Dirichlet process is a joint measure on
ancestral haplotyped and mutation parametefs where the latter captures the probability that an
allele at a locus is identical to the ancestor at this locus. W&(l€t ) = p(A)p(#), and we assume
thatp(A) is a uniform distribution over all possible haplotypes. Weplgt) be a beta distribution,
Beta(ay, Or), and we choose a small value féy/(ay, + 51,), corresponding to a prior expectation
of a low mutation rate.

Given C;, and a set of ancestral templates, we define the conditional probability of the corre-

sponding haplotype instanée:= [h4, ..., h;] to be:

p(HZt :h|clt :kvA:a’a) = p(HZt :h|Ak :avgk :9)

= [I»(hjla;,0), (3.6)
j
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wherep(h;la;j,0) is the probability of having allelé:; at locus; given its ancestor. Eq3(6)
assumes that each locus is mutated independently with the same error rate. For hapiftypes,

takes values from a sét of alleles. We use the followingingle-locus mutation model

1— 0 \I(h#ay)
9) 7 (3.7)

p(hyla;,0) = Hﬂ(hj:“j)(’B‘ —

wherell(-) is the indicator function.

The joint conditional distribution of haplotype instandes- {h;, : t € {0,1},i € {1,2,...,1}}

and parameter instancés= {01, ...,0x}, given the ancestor indicaterof haplotype instances
and the set of ancestasis= {a1, ..., ax}, can be written explicitly as:
p(h,8|c,a) Hem”ah—l( L= O )m;“ [1—6,]" " (3.8)
9 9 : k |B| _ 1

wheremy, = 32,23 I(hi,; = ak,j)I(c;, = k) is the number of alleles that were not mutated
with respect to the ancestral allele, angl = >, >, >, I(h;, ; # ak,;)I(ci, = k) is the number
of mutated alleles. The coumh, = {m;,m,} is a sufficient statistic for the parametgr and
the countm = {m;, m} } is a sufficient statistic for the paramei@r The marginal conditional

distribution of haplotype instances can be obtained by integrating imuEq. (3.9):

Dlap +mp)l'(Bp +my) 1 \m
h = 3.9
plije, ) = [T Ao 60 S B (=1 3.9)
wherel'(-) is the gamma function, anl(as,, 5r) = % is the normalization constant asso-

ciated withBeta(ay, 81,). (For simplicity, we use the abbreviatidr), for R(ay,, 5r) in the sequel).

We now introduce aoisy observation modébr the genotypes. We l&t; = [G;1,...,Gi j]
denote thgoint genotypeof individuali at loci[1, . . ., J], where eacls; ; denotes the genotype at
locusj. We assume that the observed genotype at a locus is determined by the paternal and maternal

alleles of this locus as follows:

1 2
PGiglhiogs hingiy) = A7 [y (1= )79 [y (1 — )79

whereh; j £ h;, ; @ h;, ; denotes the unordered pair of two actual SNP allele instances at locus

1
7, “#£” denotes set difference by exactly one element (i.e., the observed genotype is heterozygous,
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while the true one is homozygous);é“ denotes set difference of both elements (i.e., the observed
and true genotypes are different and both are homozygous);.aadd 1o are appropriately de-
fined normalizing constants. We place a beta pridBeta(ay, 34) on~. Assuming independent
and identical error models for each locus, the joint conditional probability of the entire genotype

observatiorg = {g; : i € {1,2,...,1}} and parametey, given all haplotype instances is:

p(g,vh) =[] (g, i)

= [ (L= )] e = )] L= A] %

e i AT 7 (3.10)

where the sufficient statistios = {u,u’,u"} are computed a8 = 3, . I(h;; = gi;), v =
i I(hi ;E 9i3), andu” = 37, (R ; ;é gij), respectively. Note that + v’ +«” = I.J. To
reflect an assumption that the observation error rate is low we,gét, + 3,) to a small constant
(0.001). Again, the marginal conditional distributiongdfs computed by integrating oyt

Having described the Bayesian haplotype model, the problem of phasing individual haplotypes
and estimating the size and configuration of the latent ancestral pool can be solved via posterior
inference given the genotype data. In Chapter 5, we describe Markov chain Monte Carlo (MCMC)

algorithms for this purpose.
3.3.3 Haplotype Modeling Given Partial Pedigree

For diploid organisms such as humans, a subject has two physical copies of each chromosome in
his/her somatic cells, which carry the two haplotypes of the SNP sequence in a specific region.
When an offspring is to be produced, each of the parents donates a hggoioédd(i.e., a sperm for

the male and an egg for the female), which carries only one of the two copies of every chromosome

% For simplicity, we may lejs; = ue = 1/V, whereV is the total number of ways a single SNP haplotype and
a single SNP genotypg ; can differ (i.e., 2 for binary SNPs). When differgnt and .. are desired to penalize single-
and double-disagreement differently, one must be careful to treat the case of homokygarsl heterozygous, ;
differently, because they are related to noisy genotype observations in different manners. For example, a heterozygous
hs,; (e.g., 01) cannot be related to any genotype with a double disagreement, whereas a homiozygeus, 00) can
(e.g., w.r.t.g; ; = 11).
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of a parent (i.e., one of the two haplotypes). The two gametes of opposite sex then fuse (after mating)
to produce a diploid fertilized egg and re-pair the paternal and maternal copies of the chromosome
(and therefore, their respective associated haplotypes). The fertilized egg eventually grow into an
adult offspring which can be typed.

When the parent-offspring triplet (or even other close biological relatives) are (geno)typed, the
ambiguity of haplotypes of an individual can sometimes be resolved by exploiting the dependen-
cies among the haplotypes of family members induced by genetic inheritance and segregation just
described. For example, if both parents are homozygousgi.es a @ a, go = b & b, and the
offspring are heterogeneous, i.@\,, = a & b, where\;o denotes the offspring of subjects™and
“0”, then we can infer that the haplotypes of the offspring/arg = (a,b). This special case of
triplet genotypes is regarded fsly informative Clearly, not all genotypes are fully informative,
and inheritance of haplotypes may be more than mere faithful copying. In particular, chromosomal
inheritance could be accompanied by single-generation mutations, which alter single or multiple
SNPs on the chromosomes; and recombinations, which disrupt and recombine some chromosome
pairs in gamete donors to generate novel (i.e., mosaic) haplotypes. Although genotypes of this na-
ture do not directly lead to full resolution of each individual's haplotypes, undoubtedly the strong
dependencies that exist among the genotype data (in contrastitt gemnotypes we studied in the
last section) could be exploited to reduce the ambiguity of the phasing.

Given the genotypes from a population and partial pedigrees that relate members of various
subsets of a population, in order to apply the pedigree constraints in haplotype inference, we need
to introduce a few new ingredients into the basic DP-haplotyper model described in the last section
to model the distribution of individual haplotypes in a population consisting of now partially coupled
(rather than conditionally independent) individuals (RBgl). We refer to this expanded model as
the Pedi-haplotypemaodel.

Formally, we introduce a segregation random variasijg;, for each one of the two SNP alleles
of each locus of an individual, to indicate its meiotic origin (i.e., from which one of the two SNP

alleles of a parent it is inherited). For exampig, ; = 1 indicates that allelél;, ; is inherited from
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(k)
AP,
‘

Figure 3.4: The graphical model representation of the Pedi
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3.3 Haplotype Inference via the Dirichlet Process

the maternal allele of individuals ¢-parent (wheré = 0 means father antl= 1 means mother).
We denote the-parent of individuat by 7 (i;), and his/her paternal (resp. maternal) allelerffi.)
(resp. m1(i¢)). We use the following conditional distribution to model possible mutation during

single generation inheritance.

[ef] e [1119\__@1 | s e i{3.11)

P(hiyjlsicg = 75 hag (i) g P (i) g €)=
wherel — ¢, is the mutation rate during inheritance, and {0, 1} represents the choice of the
paternal or maternal alleles of a parent subject by an offspring. Note thatitigie generation
inheritance modedllows different mutational rates for the parental and maternal alleles if desired
(e.q., to reflect the difference in gamete environment in a male or a female body), by dgttind
€1 take different values, or giving them different beta prior distributions in case we want to model
uncertainty of; in a Bayesian framework.

To model possible recombination events during single generation inheritance, we assume that

the list of segregation random variablgS;, 1, . . ., S;,.s], associated with individual haplotydé;,,

forms a 1st-order Markov chain, with transition maigix

p(Sis i1 =718 ;=1) = &

_ [é} I(r=r") [1 B é} ]I(’r‘;ér')7 (312)

wherel — ¢ is the probability of a recombination event (i.e., a swap of parental origin) at pogition
This model is equivalent to assuming that the recombination events follow a Poisson point process
of rate¢ along the chromosome. If desired, a beta pitta(as, 55) can be introduced fof.

Again, the recombination rates in males and females can be different if desired.

Looking back to the overall graphical topology of the Pedi-haplotyper model, as illustrated
in Figure 3.4, for founding members in the pedigree (i.e., those without parental information), or
half founding members (i.e., those with information from only one of the two parents), we assume
that their un-progenitored haplotype(s) are inherited from some ancestors, thus following the basic

haplotype model described §38.3. For the haplotypes of the offspring in the pedigree, we couple
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3.4 Experimental Results

them to their parents using the single generation mutation and recombination model described in the
previous paragraphs. Thus, the Pedi-haplotyper model proposed in this section is fully generalizable
to any pedigree structure.

Solving the Pedi-haplotyper model is slightly more difficult than for the basic Dirichlet process
mixture model, DP-haplotyper, fard populations. But as we show in Chapter 5, most of the
methods we developed for the DP-haplotyper can be directly used in this more elaborate framework,

with the addition of a few new sampling steps for the newly introduced random variables.

3.4 Experimental Results

We validated our algorithm by applying it to simulated and real data and compared its performance
to that of the state-of-the-art PHASE algoritfi8tephengt al, 2001 and other current algorithms.

We report on the results of both variants of our algorithm: the Gibbs sampler, denoted DP(Gibbs),
and the Metropolis-Hasting sampler, denoted DP(MH). Throughout the experiments, we set the
hyperparameter in the Dirichlet process to be roughly% of the population size, i.e., for a data

set of 100 individualsr = 1. We used a burn-in of 2000 iterations (or 4000 for datasets with more

than 50 individuals), and used the next 6000 iterations for estimation.
3.4.1 Simulated Data

In our first set of experiments we applied our method to simulated data (“short sequence data”)
from Stephenset al. [2001]. This data contains sets @fi haplotypes, randomly paired to form
n genotypes, under an infinite-sites model with parametets 4 and R = 4 determining the
mutation and recombination rates, respectively. We used the first 40 datasets for each combination
of individuals and sites, where the number of individuals ranged between 10 and 50, and the number
of sites ranged between 5 and 30.

To evaluate the performance of the algorithms we used the following error measugshe
ratio of incorrectly phased SNP sites over all non-trivial heterozygous SNPs (excluding individu-

als with a single heterozygous SNR);r;, the the ratio of incorrectly phased individuals over all
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3.4 Experimental Results

DP(MH) PHASE EM
#individuals errs [ err; [ ds errs [ err; [ ds err;
10 0.060 | 0.216 | 0.051 | 0.046 | 0.182 | 0.054 | 0.424
20 0.039 | 0.152 | 0.039 | 0.029 | 0.136 | 0.046 | 0.296
30 0.036 | 0.121 | 0.038 | 0.024 | 0.101 | 0.027 | 0.231
40 0.030 | 0.094 | 0.029 | 0.019 | 0.071 | 0.026 | 0.195
50 0.028 | 0.082 | 0.024 | 0.019 | 0.072 | 0.025 | 0.167

Table 3.1: Performance on data fr@tephengt al.[2001. The results for the EM algorithm are adapted frtephens
etal.[2001].

non-trivial heterogeneous individuals; adg the switch distancewhich is the number of phase

flips required to correct the predicted haplotypes over the total number of non-trivial heterogeneous
SNPs. The results are summarized in Tahie Overall, we perform slightly worse than PHASE

on the first two measures, and slightly better on the switch distance measure (which uses 100,000

sampling steps). Both algorithms provide a substantial improvement over EM.

DP(Gibbs) DP(MH) PHASE HAP || HAPLOTYPER
block length|| errs err; ds errs err; ds errs err; ds errs errs
id.

1 14 0.223| 0.485| 0.2291 O 0 0 0.003| 0.030| 0.003 || 0.007 | 0.039
2 5 0 0 0 0.007 | 0.026| 0.007 || 0.007| 0.026| 0.007 || 0.036| 0.065
3 5 0 0 0 0 0 0 0 0 0 0 0.008
4 11 0.143| 0.262| 0.128]| O 0 0 0 0 0 0.015| -

5 9 0.020| 0.066| 0.020|| 0.011| 0.033| 0.011 ([ 0.011| 0.033| 0.011 || 0.027 | 0.151
6 27 0.071| 0.191| 0.074]| 0.005| 0.043| 0.005 || O 0 0 0.018 || 0.041
7 7 0.005| 0.018| 0.005( 0.005| 0.018| 0.005|| 0.005| 0.018| 0.005|| 0.068 | 0.214
8 4 0 0 0 0 0 0 0 0 0 0 0.252
9 5 0.029| 0.097| 0.029| 0.012| 0.032| 0.012|| 0.012| 0.032| 0.012 || 0.057 || 0.152
10 4 0.007 | 0.025| 0.007 || 0.007| 0.025| 0.007 || 0.008| 0.025| 0.008 || 0.042 | 0.056
11 7 0.010| 0.034| 0.005|| 0.005| 0.017| 0.005 | 0.011| 0.034| 0.011 || 0.033| 0.093
12 5 0.010| 0.037| 0.020(| O 0 0 0 0 0 0 0.077

Table 3.2: Performance on the dataDafly et al.[2001], using the block structure provided bialperin and Eskih2007.

The results of HAP and HAPLOTYPER are adapted fridadperin and Eskif2004. Since the error rate iRalperin

and Eskin2009 uses the number of both heterozygous and missing sites as the denominator, whereas we used only the
non-trivial heterozygous ones, we rescaled the error rates of the two latter methods to be comparable to ours.

3.4.2 Real Data

We applied our algorithm to two real datasets and compared its performance to that of PHASE
[Stephenet al, 2001 and other algorithms.
The first dataset contains the genotypes of 129 individuals over 103 polymorphilDsitgt

al., 2001. In addition it contains the genotypes of the parents of each individual, which allows the
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Figure 3.5: The top ten ancestral templates during Metropolis-Hasting sampling for block 1 of the 2ddyat al.,

2001. (The numbers in the panels are the posterior means of the frequencies of each template). (a) Immediately after
burn-in (first 2000 samples). (b) 3000 samples after burn-in. (c) 6000 samples after burn-in.

inference of a large portion of the haplotypes aBskinet al.[2003. The results are summarized in
Table3.2 It is apparent that the Metropolis-Hasting sampling algorithm significantly outperforms
the Gibbs sampler, and is to be preferred given the relatively limited number of sampling-steps (
6000). The overall performance is comparable to that of PHASE and better than botbHéAFrin

and Eskin, 2002Eskinet al., 2003 and HAPLOTYPERNiu et al, 2004.

Itis important to emphasize that our methods also pro&igesterioriestimates of the ancestral
pool of haplotype templates and their frequencies. We omit a listing of these haplotypes, but provide
an illustrative summary of the evolution of these estimates during sampling (Rdire
The second dataset contains genotype data from four populations, 90 individuals each, across

several genomic regiorj&abrielet al, 2004. We focused on the Yoruban population (D), which
contains 30 trios of genotypes (allowing us to infer most of the true haplotypes) and analyzed the
genotypes of 28 individuals over four medium-sized regions (see below). The results are summa-
rized in Table3.3. All methods yield higher error rates on these data, compared to the analysis of
the data ofDaly et al.[2001], presumably due to the low sample size. In this setting, over all but
one of the four regions, our algorithm outperformed PHASE for all three types of error measures. A
preliminary analysis suggests that our performance gain may be due to the bias toward parsimony
induced by the Dirichlet process prior. We found that the number of template haplotypes inferred in
our algorithm is typically small, whereas in PHASE, the hypothesized haplotype pool can be very

large (i.e., region 7b has 83 haplotypes, compared to 10 templates in our case and 28 individuals

overall).
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DP(MH) PHASE
region| length| errg [ err; [ ds errs [ err; [ ds
16a 13 0.185 | 0.480 | 0.141 | 0.174 | 0.440 | 0.130
1b 16 0.100 | 0.250 | 0.160 | 0.200 | 0.450 | 0.180
25a 14 0.135 | 0.353 | 0.115 | 0.212 | 0.588 | 0.212
7b 13 0.105 | 0.278 | 0.066 | 0.145 | 0.444 | 0.092

Table 3.3: Performance on the dataGxbrielet al.[2003.

# of ancestral templates

. . . . . . .
0 1000 2000 3000 4000 5000 6000 7000 8000
# of samples

Figure 3.6: Sampling trace of the number of population haplotypes derived from the genotypes. As can be seen, the
Markov chain starts from a rather non-parsimonious estimation, and converges to a parsimonious solution after about two
thousand samples.

In terms of computational efficiency, we noticed that PHASE typically required 20,000 to
100,000 steps until convergence, while our DP-based method required around & 000 steps

to convergence (Fig.6).

3.5 Conclusions and Discussions

In this chapter, we have proposed a Bayesian approach to the modeling of genotypes based on a
Dirichlet process prior. We have shown that the Dirichlet process provides a natural representation
of uncertainty regarding the size and composition of the pool of haplotypes underlying a population.
We will present in Chapter 5 several Markov chain Monte Carlo algorithms for haplotype inference
under either a basic DP mixture haplotype model intended fdidapopulation, or, an extended
graphical DP mixture model — Pedi-haplotyper model — for a population containingitdathb-

jects and subjects coupled by partial pedigrees. The experiments on the basic DP mixture haplotype

model show that this model leads to effective inference procedures for inferring the ancestral pool
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3.5 Conclusions and Discussions

and for haplotype phasing based on a set of genotypes. The model accommodates growing data col-
lections and noisy and/or incomplete observations. The approach also naturally imposes an implicit
bias toward small ancestral pools during inference, reminiscent of parsimony methods, doing so in
a well-founded statistical framework that permits errors.

Our focus here has been on adapting the technology of the Dirichlet process to the setting of
the standard haplotype phasing problem. But an important underlying motivation for our work, and
a general motivation for pursuing probabilistic approaches to genomic inference problems, is the
potential value of our model as a building block for more expressive models. In particular, as in
Greenspan and GeigE2003 and Lauritzen and Sheehd2004, the graphical model formalism
naturally accommodates various extensions, such as segmentation of chromosomes into haplotype
blocks and the inclusion of pedigree relationships. In sedB#, we have outlined a preliminary
extension of the basic Dirichlet process mixture model that incorporates pedigree relationships and
briefly discussed how to model realistic biological processes that might influence haplotype forma-
tion and diversification, such as recombination and mutation during single generation inheritance.
We recognize that many other important issues also deserve careful attention, for example, haplo-
type recombinations among the ancestral haplotype pools (so far, we assume that these ancestral
haplotypes relate to modern individual haplotypes only via mutations), aspects of evolutionary dy-
namics (e.g., coalescence, selection, etc.), and linkage analysis under joint modeling of complex
traits and haplotypes. We believe that the graphical model formalism we proposed can readily
accommodate such extensions. In particular, it appears reasonable to employ an ancestral recombi-
nation hypothesis (rather than single generation recombination) to account for common individual
haplotypes that are distant from any single ancestral haplotype template, but can be matched piece-
wise to multiple ancestral haplotypes. This may be an important aspect of chromosomal evolution
and can provide valuable insight into the dynamics of populational genetics in addition to point-
mutation-based coalescence theory, and can potentially improve efficiency and quality of haplotype

inference.
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The Dirichlet process parameterization also provides a natural upgrade path for the consider-
ation of richer models; in particular, it is possible to incorporate more elaborate base me&asures
into the Dirichlet process framework—the coalescence-based distribut®tepfienst al. [2001]
would be an interesting choice. In Chapter 5, while developing MCMC algorithms for haplotype in-
ference, we will also briefly discuss a heuristic for constructing an informative base measure for the
DP using low-guality but inexpensive haplotype information (e.g., that obtained from a conventional
EM algorithm). Note that the partition structure of the Dirichlet process is equivalent to that induced
by the Ewens sampling formula (ESHjvare and Ewens, 19PBnown to the population genetics
community. The ESF represents a non-Darwinian theory of evolution which claims that “the exten-
sive genetic variation observed in natural populations is, on the whole, not due to natural selection,
but arises rather as a result of purely stochastic changes in gene (allele) frequencies in a finite pop-
ulation” [Tavare and Ewens, 19R8The fact that our DP mixture model performed adequately in
a number of problems suggests that such non-Darwinian evolution may apply to SNP distribution,
which is interesting, yet would appear paradoxical, if we proceed to use haplotypes to map clearly

non-neutral genes (say, those that relate to biological disorders) via linkage disequilibrium.
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Chapter 4

Probabilistic Inference |I: Deterministic
Algorithms

The Bayesian graphical models presented in the last two chapters both define high-dimensional,
hybrid probability distributions for which important statistical queries may be difficult to compute.
For example, intheOGOS model, the sequence varialMgat sitet of a study sequence depends on

all the motif parameter@@f’ |Vl, k}, each of which in turn depends on one of the PSMD prototype
(i.e., Dirichlet component) indicatofsS;" |Vi, k} coupled by a first-order Markov chain. Thus, to
compute the posterior probability distributiop&e;|y) andp(ef’“)|y) for MAP prediction of motif
locations and Bayesian estimation of motif PWMs, one has to integrate over the Cartesian product
of a continuous state space for the PWMs and the discrete spaces for the PSMD prototype (denoted
as) and for the sequence annotation indicators (denote®).a3he complexity of such a state

space is on the order of

R4><Zk L « ’D‘Zk Li « ’S’T7

which translates t@®(R'2° x 10'%9) for a 1000 bp sequence harboring only two possible motif
patterns each of length 15 bp. Clearly, this computation is in general intractable with any off-the-
shelf exact algorithm and some approximation scheme is necessary. In this chapter, we present a
general variational approach for computing deterministic approximations to such intractable dis-
tributions. In the next chapter, we briefly discuss stochastic approximation methods based on

sampling. Some of the materials covered in this chapter have appeal¥thinet al, 2003h
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Xing et al,, 20044.

4.1 Background

For a multivariate probability distributiop(x,,x ), whereX,, andX, denote the sets of all un-
observed (i.e., hidden) and observed (i.e., evidence) variables, respectively (and, following conven-
tion, their lower case counterparts denote states or values of the corresponding variables), the gen-
eral problem of probabilistic inference is that of computing the conditional probabijlifiesx ),

whereF' C H is the index set of an arbitrary subset of hidden variables.

Probabilistic inference techniques play an important role in any probabilistic methodology for
prediction and learning. For example, probabilistic prediction of unobserved events or patterns
in real world tasks such as weather forecasting, text segmentation and tagging, robot localization,
image analysis, filtering and smoothing of sequential data streams, and various computational biol-
ogy problems such as motif, haplotype and pedigree inference considered in this thesis, all involve
performing probabilistic inference on a domain-specific, high-dimensional, and often hybrid (i.e.,
comprising both discrete and continuous variables) probability model. Probabilistic inference is
also indispensable for the acquisition of probability models from incomplete or partially observed
data using statistical learning methods, because many of these methods amount to parameter estima-
tion based on a maximum likelihood or an empirical Bayes prindigfeon, 1994, which employs
an inference subroutine to impute the unobserved variable(s) for computing the necessary sufficient
statistics.

Solving an inference query can be understood asagginalizationcomputation. To see this,

observe that the conditional probabiljtyx . |x ) is equal to:

X |x _ p(xe,xp) ZxH\Fp(XH\F,XF,xE)
p(xr|xp) = p(xp) > P(Xr Xp) ) (4.1)

where the summation (or integration in case of continuous variables) over all possible values of
some (or all) hidden variables in the model is calhedrginalization Typically, an inference query

involves computing the conditional probabilities for only small subsets of variables (e.g., that of
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singleton hidden variables such asin the LOGOS model), and sometimes a large number of
such queries need to be processed (e.gs:alfor motif detection unde OGOS). This is often

a computationally expensive operation, as the state space to be swept during marginalization grows
exponentially with the number of variables being marginalized. The graphical model formalism
provides a systematic and efficient approach to such computation. General exact inference algo-
rithms have been developed, which take advantage of the conditional independencies present in the
joint distributionp(x 4, xz), which can be inferred from the pattern of missing edges in the graph,

to distribute the high-dimensional combinatorial summation over all hidden variables in a standard
marginalization operation into a sequence of low-dimensional local summations each over a (small)
subset of hidden variables (Fig.1). We will briefly describe a representative of these algorithms,

the junction tree algorithm, in the next section.

Figure 4.1: Inference on a graphical model. The dark shading indicates the node on which we condition, the unshaded
node is the one for which we wish to compute the conditional probability distribution, and the lightly shaded nodes are
those that need to be marginalized out in computing the posterior probafitityz:s ). For this graphical model, the sum-
mations for computing the joint marginal can be distributed to subsets of variables in the following way (formally known
as anelimination algorithm): p(z1,26) = >, .. ., .. P(z1)p(z2|21)p(2a|21)p(23|T2)P(T5 |24 )P (6|72, T5) =

(1) X, plaalan) o, plas|za) 3o, plealen) S, plas|za)p(ee|ra, x5)

Although there are many cases in which the exact algorithms provide a satisfactory solution
to the inference and learning problems, large-scale probability models arising from complex real
world domains have outgrown the ability of current (and probably future) exact inference algorithms
to compute marginals and learn parameters. This is particularly true for models we developed
in this dissertation, which concern complex gene regulation elements and genetic polymorphism

patterns in the genomic sequences. As illustrated at the beginning of this chapter, the time and
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space complexity of the exact algorithms is unacceptable and it is necessary to have recourse to
approximation procedures.

For this reason, the development of efficient and broadly applicable approximation algorithms
for probabilistic inference is critical to further progress. Two commonly used approximation tech-
nigues ardMlonte Carlomethods (such as Markov chain Monte Carlo, or MCMC) sadational
methods MCMC techniques are asymptotically exact and easy to apply. The BUGS system uses
MCMC within a general-purpose statistical modeling language [Gdks et al,, 1994), and the
inference process can be set up automatically for a variety of models. Unfortunately, MCMC often
converges very slowly. Variational methods, on the other hand, are claimed to exhibit fast conver-
gence and (in some cases) give a deterministic lower bound on the true likelihood. The original
belief propagation (BP) methd&@earl, 1988is now understood as a variational algoritbvedidia
et al, 20014 that (if it converges) calculates an optimal approximation to the true posterior dis-
tribution among those approximate distributions that include alywise dependencies among
variables. BP can be applied straightforwardly to a wide range of probability models and it has been
used for biological classification/clustering problems expressed as complex graphical [Sedels
galet al, 2001. A generalized BP (GBP) algorithm can be derived that operates with dependency
structures on larger clusters of variables and often gives more accurate [Pésditgaet al., 20013
1. Like BP, GBP sometimes fails to converge. It may also fail to give a lower bound on the true
likelihood due to the use of aad hocapproximation to the intractable entropy term in the objective
functional it optimizes (to be detailed §#.3.4.3). Other variational approximation methods based
on structured mean field approximation have been developed that are guaranteed to converge to
lower bounds on the true likelihood (see, eldardaret al,, 1999), but these methods often require
model-specific derivation of iteration equations.

In this chapter, we develop a generalized mean field (GMF) theory which leads to a generic
variational inference algorithm that is straightforwardly applicable to a wide range of models and is

guaranteed to converge to a lower bound on the true likelihood. Given an arbitrary decomposition of

!Similar techniques called cluster variational methods (CVMs) have also been developed in the statistical physics
community[Kappen and Wiegerinck, 2002
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the original model into disjoint clusters of variables, the algorithm computes the posterior marginal
for each cluster given its own evidence andélpected sufficient statistiazbtained from its neigh-

boring clusters, of the variables in the cluster's Markov blanket. Optimal clustering of the variables
can be obtained in a principled fashion via a graph partition algorithm. The algorithm operates in
an iterative, message-passing style until a fixed point is reached. We show that the cluster marginals
retain exactly the intra-cluster dependencies of the original model, which means that the inference
problem within each cluster can be solved independently of the other clusters (given the Markov
blanket messages) by any inference method. This GMF algorithm is applied to the Bayesian motif
prediction and learning problem under @ GOS model and shows significant improvement over

a sampling-based approach (discussed in the next chapter).
4.1.1 Notation

Before starting the technical sections, here is a summary of some necessary notations and definitions
needed in our exposition.

We consider a graph (directed or undirectéd)’, £), where) denotes the set of nodes (ver-
tices) and€ the set of edges (links) of the graph. L¥f, denote the random variable associated
with noden, for n € V; let X denote the subset of variables associated with a subset of 6bdes
for C C V, and letX = Xy, denote the collection of all variables associated with the nodes of the
graph. We use upper-case (resp.X) to denote a random variable (resp. variable set), and lower-
caser (resp.x) to denote a certain state (or value, configuration, etc.) taken by the corresponding
variable (resp. variable set). We refer to a grdph= (V,£’), where&’ C &, as asubgraphof G.

We useC = {C1,Cs,...,Cr} to denote a disjoint partition (or,@dustering of all nodes in graph

G, where(; refers to the set of indices of nodes in clustelikewise, D = {D;, Ds,..., Dk}
denotes a set aliques(i.e., completely connected subsets of nodes) ofor a given clustering,

we define theéborder clique sei3; as the set of cliques that intersect with but are not contained in
clusteri; and theneighbor cluster sel/; as the set of clusters that contain nodes connected to nodes

in clusteri. For undirected graphs, tiMarkov blankebf a clusteri (MB;) is the set of all nodes
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outsideC; that connect to some node @), and, for directed graphs, the Markov blanket is the set
of all nodes outsid€’; that are parents, children, or co-parents (other than those alreatlyrof
some node ir; (Fig. 4.2). Clusters that intersect with13; are called théarkov blanket clusters

Figure 4.2: The Markov blanket13; (blue-shaded nodes) of clusterin a directed graph. Shaded blobs constitute
MBC;.

4.2 Exact Inference Algorithms

In this section, we give a brief overview of the junction tree algorifi8nLauritzen, 198B It is a
general purpose algorithm which subsumes many other exact inference inference algorithms (e.g.,
belief propagation for tree moddlBearl, 1988 the forward-backward algorithms for HMMRa-
biner and Juang, 1986the peeling algorithm for pedigree modéEhompson, 1981 etc.) as

special cases.
4.2.1 The Junction Tree Algorithm

As described in Chapter 1, for a directed graphical még@!, £), the joint probability distribution
for all the |V| nodes in the graph can be written as the product dbe#il conditional distributions
defined on each node and its parent(s):

V|

p(x) = [ [ p(@ilxx,). (4.2)
=1

2A co-parent of a node, sa¥ ., is defined as the parent (other th&p) of a child nodeX,, of X,.
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For an undirected graphical model, the joint probability distribution is equal to the product of the

potential functionsassociated with each clique of the graph, up to a normalization constant:

D]
Ha:1 « (XDa) (43)

p(x) = ~ ,

whereZ =" Hﬂl da(xp,) is referred to as a “partition function”.

Figure 4.3: Moralization of a directed graph.

A directed graphical model can be converted into an equivalent undirected graphical model via
an operation called “moralization,” which connects all parents of a common child node pairwise
with undirected edges, and then drops the directionality of all other edges in the graph.8rig.

The resulting graph is called a “moral graph,” in which all the nodes originally involved in a local
conditional distribution in the directed graph now appear together in a common clique. Thus, local
conditional distributions in a directed graph can be thought of as normalized potential functions
in the corresponding moral graph, and the product rule (i.e., EQ) &nd Eqg. 4.3) of the joint
distribution gives the same outcome for the directed model and its undirected counterpart. Due to
the equivalence of the undirected moral graph to the original directed graph in representing a joint
probability distribution, the junction tree algorithm concerns only undirected graphs.

The junction tree algorithm starts with the moralized graph. It first chooselmimation order
for all nodes in the graph, and applies an operation catladgulationto this order as follows: 1)
choose the next node in the elimination order, 2) add edges to link all remaining pairs of nodes
that are neighbors of this node and, 3) remove the node (and all its incident edges) from the graph.
Taking the new edges added in this process and adding them to the original moralized graph yield a

triangulated graph(Fig. 4.4a).
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A triangulated graph allows the creation of a data structure knowrjuaesction tree(Fig. 4.4b),
on which a generalized message-passing algorithm can be defined. A full discussion of the con-
struction of a junction tree is beyond the scope of this thesis; in short, it is a maximal spanning
tree of cliques in the triangulated graph, with weights defined by the cardinality of the intersections
between cliques. A key property of the junction tree is the so calleding intersection property
which says that if a node appears in any two cliques in the tree, it appears in all cliques that lie on
the path between the two cliques. As a consequence of this property, in a junction tree, local con-
sistency (i.e., potentials @fdjacentcliques in the tree agree on marginals of any shared variables)
implies global consistency (i.e., potentialsalif cliques in the tree agree on marginals of common

variables).

x,,xz,x4 )(2,)(4,)(5 X, X5, X,

(a) ()

Figure 4.4: Construction of the junction tree. (a) The triangulated graph of the graphical model f3Fi¢h) The
junction tree. Squares represent original cliques in the triangulated graph, ellipsoids represent separators of adjacent
cliques.

With the junction tree, the joint probability distribution can now be expressed in the following

factored form:

HciecT Yi(xc;)
[Is,csp ®i(xs;)’

whereCr is the set of all cliques in the triangulated graph &hds the set of separators (i.e., clique

p(x)

(4.4)

intersections) spanned by the junction tree.

143



4.2 Exact Inference Algorithms

The clique potentialg)(-) and separator potentiadg-) can be updated by running a message-
passing protocol on the junction tree, with the following update rule:

. ¢; (ij)
B ¢j(xsj)

¢;(X5j) = Z vi(xc,), ¢Z(X0k)

XC;\S;

wk(xck)a

where X5, denotes the set of variables that separates cligigsand X, and the “message”

is now passed from cliquéto clique k via separator (Fig. 4.5. The protocol typically starts

by picking a root of the tree, and then first passing messages from root to all leaves along tree
branches, and then collecting messages from all leaves to the root, which legds jgxc,) and

¢; = p(xs,) forall i, j, when the message passing terminates. Note that a single run of the junction

tree algorithm yields all cligue marginals, not merely that corresponding to a single clique.

X,,X;

XI,XZ,X4 XZ,X4,X5 X5, X5, X

X; X.f Xk

i

Figure 4.5: Message passing in a junction tree.

It is easy to see that the computational bottleneck of the junction tree algorithm is determined
by the size of the maximal clique in the triangulated graph, which is affected by the choice of the
elimination order that induces the triangulated graph. The minimum of the maximal clique size
among all possible triangulations is know as ttee widthof the graph. Choosing an elimination
order that minimizes the maximal clique size is non-trivial (indeed, it is an NP-hard problem for
arbitrary graphs, but can often be effectively approached on special graphs). There are many special-
purpose exact inference algorithms for specific families of graphical models (e.g., the forward-
backward algorithm for HMMs, Pearl’s belief propagation algorithm for trees, etc.), almost all of
which are essentially special cases of the the junction tree algorithm applied to special graphs, using

a special and often optimal choice of the elimination order for triangulation.
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4.3 Approximate Inference Algorithms

4.3 Approximate Inference Algorithms

As mentioned, for a complex distribution, computing the marginal (or conditional) distributions,
as well as the maximura posterioriconfigurations, of an arbitrary subset of the random variables

is intractable. The variational approach to these inference problems involves converting them into
an optimization problem, then approximating the feasible set of the solution or the function to
be optimized (or both), and solving the relaxed optimization problem. Thus, given a probability
distributionp(x|0) that factors according to a graph, the variational methods yield approximations
to marginal probabilities via the solution to an optimization problem that generally exploits some
of the graphical structure. In the sequel, we describe a general variational principle for inference
in probabilistic graphical models, on which a variety of extant deterministic approximate inference
techniques are based, and from which we draw the mathematical foundations for the subsequent
development of a more general approach for approximate inference called generalized mean field

(GMF) inference. We begin with some necessary definitions and algebraic preliminaries.
4.3.1 Cluster-factorizable Potentials

Given a clusteringC of all nodes inG(V, ), some cliques ifD may intersect with multiple
clusters (Fig.4.6). Cluster-factorizable potentialare potential functions which take the form
$p(xp,) = Fp(op,(Xpyne,)s - 08, (Xpsn0;)), WhereF(-) is a (multiplicatively, or additively)
factorizable function over its arguments; i.e., in the case of two clust€rs,b) = a x bora + b.
Factorizable potentials are common in many model classes. For example, the classical Ising model
is based on singleton and pairwise potentials of the following factorizable form (under the expo-
nential representation, as described shorthf};) = 0;x;, ¢(zi, z;) = 6;;x;2;; higher-order Ising
models and many more general discrete models also admit factorizable potentials; conjugate expo-
nential pairs, such as the Dirichlet-multinomial, linear-Gaussian, etc., are also factorizable; finally,
for logistic functions and other generalized linear models (GLIMs) that are not directly factorizable,

it is often possible to obtain a factorizable variational transformation in the exponential family that
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4.3 Approximate Inference Algorithms

lower bounds the original functiddaakkola and Jordan, 2J00n other cases (e.g., tabular poten-
tials over a clustering of variables), a more general treatment based on peripheral marginal potentials
can be used (sd€&.4.3). We will see that cluster-factorizable potentials allow the decoupling of the

computation of expected potentials.

Figure 4.6: A cliqueDg intersecting with three clustefs”;, C;, Ci } in an undirected graph.

4.3.2 Exponential Representations

In order to formulate variational inference as a generic optimization problem, it is convenient to use
the following exponential representation for a graphical model.

Similar to the general parameterization of graphical models introduced in Chapter 1, under
exponential representations, for undirected graphical models, the family of joint probability distri-
butions associated with a given graph can be parameterized in terms of gs#tmtial functions
associated with a set of cliques in the graphsFor a set of clique® = {D,|a € A} associated
with an undirected graph, indexed by a sktlet ¢ = {¢,|a € A} denote the set of potential
functions defined on the cliques, afd= {6,|a € A} the set of parameters associated with these
potential functions (for simplicity, we label andd with the correspondinglique index e.g.,a,

rather than with the cliqué,, itself). The family of joint distributions determined hy can be

3More precisely, these potential functions are rexgonential potential functiortbat are semantically different from
what we meant by “potential functions” in our early exposition of graphical models. Technically, however, little difference
exists in their definitions, except that the range of the exponential potential functions is all real numbers whereas the
original potential functions have positive values. For fixed potential weights, there exists a one-to-one correspondence
between the two types of potential functions. For simplicity, in the sequel we still use the term “potential functions” in
our exposition under the exponential representations.
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expressed as follows:

p(x10) = exp{ > ata(xp,) — A(0)} (4.5)

acA

whereA(0) is thelog partition function We also define thenergy E(x) = — ), 6a¢a(xp,, ), for
statex.

For directed graphical models, in which the joint probability is defingeda$ = [ [, p(x;|xx, ),
we transform the underlying directed graph intonaral graph and set the potential functions
¢;(zi,x,) equal to the logarithms of the local conditional probabiliies; |x ., ). In the sequel, we
will focus on models based @onditional exponential familie§ hat is, the conditional distributions

p(zi|xx,) can be expressed as:

p(xi’Xﬂ'i> = u(xl) eXp{aiT(:bi(xiv Xﬂ'i) - A(elv Xﬂi)}v (46)

whereg;(z;, xr,) is a vector of potentials associated with the variablg setx ., }.
The exponential representation applies to a wide range of models of practical interest, including

discrete models, Gaussian, Poisson, exponential, and many others.
4.3.3 Lower Bounds of General Exponential Functions

Now we review some basic results from standard calculus that provide a principled way of con-
structing higher-order bounds for regular functions. Start from a simple bound for a furfigtion

fo(z) > bo(x), Vo € X.
Lemma 1 For anti-derivativesf; (x) of fo andb, (z) of by such thatf; (a) = by (a) for somen € X

filz) <bi(z) forz<a
fi(z) > bi(x) forxz>a

Proof. Due to the simple bound assumption, for a:

/defo(Z) > /Idzbocz)
S i) - hla) > biz) - bi(a)

= f1($)—b1($) > fl(a)_bl(a)zo'
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The other direction (i.e., when < a) follows similarly. ]
Lemma 2 For anti-derivativesfa(x) of f; andby(x) of b; such thatfa(a) = ba(a), fi(a) = bi(a):

fo(x) > ba(z) forzex
Proof. Due to Lemmdl, for z < a:

adzfl(z) < /adzbl(z)
= fa(z) —b2(z) > fa(a) —b2(a) =0

Forx > a, the same inequality follows similarly. [

Thus we have the following theorem:

Theorem 1 Let f;(z) denote thekth-order anti-derivative of the functioii(x). Given a lower
boundb(x) of the functionf(z), the 2nd-order anti-derivativg,(x) of the original bound, parame-
terized by a variational parameter such that; (1) = f1(n) andba () = f2(p), is a lower bound
of fo(x). Likewise (by induction), bounds for higher-order anti-derivativeg oén be successively

constructed.

Since the anti-derivative of the exponential function is just itself, we can easily use Th&orem
to obtain linear and higher-degree polynomial bounds from bounds of lower order. For example,
the well known linear bound of the exponential function, its tangent-atu (see Figd.7), can be

readily derived from the trivial bounekp(x) > 0 using Theoreni:

f(x) = exp(x) = exp(p)(1 + & — p) = ba(x), Vi, (4.7)

Integrating over both sides twice, and denoting the variational parameters in the new bound
asv (which means that new bound “touches” the original functiom)atwe have the following

third-order bound:

f(z) = exp(z)

> exp(u){ler71/+exp(§)(1_f !

5 (z —v)* + 6(56 - 1/)3)},

= by(a). (4.8)

148



4.3 Approximate Inference Algorithms

where¢ = u — v. When¢ = 0, that is, restricting the higher order bound to “touch” the original
function at the same point as the lower order bound, we bagwe = § exp(u)((z — )3 +3(x — p)? +

6(z —pn+1)). From Figure4.7, we can see that this bound is much tighter than the linear bound.

Figure 4.7: The tangent (blue curve) and polynomial (red curve) bounds for an exponential function (black curve).

4.3.3.1 Lower bounding probabilistic invariants

The tangent and polynomial bounds of exponential functions can be used to define objective func-
tionals underlying the variational principle for probabilistic inference by introducing bounds for the
probabilistic invariants associated with a distribution and/or data, such as the likelihood and the par-
tition function. Letq(xy) = exp{—E'(xx)} represent an arbitrary probability distribution (written

in an exponential representation) over the hidden variables of a model to be approximated. A bound

for the likelihood can be characterized by the following lemma.

Lemma 3 Every marginal distributiony(x,) = exp{—F’(xy)} defines a lower bound of likeli-

hood:

p(xp) > /dxH exp{ — E/(XH)} <1 — A(xg) — (E(XH,XE) — E’(XH))>, (4.9)

wherex; denotes observed variables (evidence).
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Proof. Using the tangent bound of the exponential function (@), for a joint distribution
p(Xp,Xg) = exp{—E(xy,xz) — A(xz)} (WhereA(xy) is the original log-partition function plus
the constant evidence potentials), we replage Eq. @.7) with —(E(x,,xz) + A(xz)) and lower

bound the joint distributiom(x,;, x ) as follows:
P(xu, %) 2 ¢(x)(1 — A(xp) — (E(xu,%5) — E'(xa))), (4.10)

where E’(x ) defines avariational marginal distribution Integrating over, on both sides, we
obtain the first-order lower bound in Egt.9). [ ]

This bound is similar to the well-known Jensen bound onltelikelihood logp(xz) >

[ dxuq(xy)log p(‘i(;‘f(;), and has the same maximizer, but it is more general in that it can be
further upgraded to higher order bounds for tighter approximation usinge). (
Rearranging terms on the right hand side of inequatt®)( we have the following compact

form of the lower bound on the likelihood:

q(xm XH)

p(xp) = C = (E(xu,%Xp)) ) + (loga(xn))
C_

(E), — Hg, (4.11)

where the first ternt”’ is a constant related to the log-partition function of the original distribution,
the second tem@E)q is theexpected energynder distributiory, and the third ternfd, is theen-
tropy of distributionq. Note that when no variable in a model is observed, the foregoing exposition

can lead to a lower bound on the log-partition function:
A > 1-(E) —H,. (4.12)

For simplicity, we focus on the likelihood in the sequel, but the exposition applies readily to the

bound on the log-partition function.
4.3.4 A General Variational Principle for Probabilistic Inference

The likelihood bound derived in the previous section plays a pivotal role in formulating a proba-

bilistic inference problem variationally, because it makes explicit an objective functional that can be
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optimized over the space of all distributions, and leads to a variational representation of a probability

distribution.
4.3.4.1 Variational representation

Let Q denote the set of all distributions oti*. Given any distributiorp represented in the form
(4.5, from Eq. @.9), it is apparent from our discussion so far that the associated likelihood function
p(xg) can be recovered as a solution of the following optimization problem:

p(xp) = rqneagx{—<E>q—Hq}

= miy {(B), + H}. (4.13)

Moreover, the optimum is uniquely attained whes: p. Note that here the optimization prob-
lem is defined on a first-order lower bound of the likelihood, and an equivalent result can also be
obtained from the well-known minimal KL problemnin,co KL (¢|lp) = 0, attained ay = p,
where KL(g|[p) = [, logq(x) log% is the Kullback-Leibler divergence from to p. But for
higher-order bounds ¢f(x ), although the solution (i.e., the optimizer) remains the same, a differ-
ent optimization problem needs to be solved, whose relaxation may lead to better approximation.
Consider exponential family graphical models. In this case, the optimization problem described
above takes place over a space that includes all choices of potential fungtiomsall valid weight
parameter® associated with these potential functions. It should be clear that depending on the
choice of canonical parameterization for the density functigns the formal definition of the opti-
mization space varies significantly. For example, undeekpmnentiaparameterization as we used
here for exponential familie®) belongs to the se® = {8 ¢ RIP! |A(0) < inf}; under themean
parameterizatiorfor discrete distributions, one needs to optimize overaginal polytopd Wain-
wright and Jordan, 2003 M = {u € RIPI | 3p(-) s.t. [ ¢(x)p(x)dx = u}, wheregp(x) denotes
the vector of all potential functions associated with the graphical model. Wainveigiit[2003
pointed out that if and only if the exponential representation is minimal (i.e., no affine combination

of ¢(x) is equal to a constant), there is a one-to-one mapping @amM.
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In general, computing the entropy for an arbitrary distribujpand hence the objective func-
tion in Eq. @.13 is intractable. Furthermore, in many cases of interest, characterizing the op-
timization space (e.g., the marginal polytope) is not possible. Thus usually one cannot solve the
variational representation defined by E4.1(3 analytically. Variational inference amounts to seek-
ing an optimal™ under arelaxedvariational representation, which is entailed by approximating the
entropyH,; or redefining (e.g., relaxing or tightening) the optimization sp@ceo that within the
redefined space, referred to agasible spacehe entropy of; is tractable; or doing both. We refer

to the resultingyx as avariational approximatiorto the true distribution:

Definition 1 Variational approximation

(VP) g = argmax { — <E>q — Fv(q)} (4.14)

qEQy

whereQ, is the feasible space of realizable distributions, d@fdq) is an approximate entropy term

defined ony.
4.3.4.2 Mean field methods

One class of variational inference methods attempts to approximate a distriputsdmg a family

of tractable distributionsg(x|v), which are defined on subgraphs of the original gréfih), for

which exact computation of the entrogy, is feasible. They are a set of free “variational pa-
rameters.” This class of methods is referred to as “mean field metiddeianet al, 1999, a
terminology that reflects the classical setting in whj¢k|~) is taken to be a completely factorized
distribution. From an optimization theoretic point of view, a mean field method solves a reduced
version of problem4.14), in which @, = 7, where7 denotes the space of all distributions that
factor according tdractable subgraphsf G(p). This is aninner approximatiorof the space of all
possible distributions (i.eZ” ¢ Q) [Wainwright and Jordan, 2093In these methodds, (q) = H,,

is the exact entropy fog. It is easy to see that such a reduction defines a lower bound on the
likelihood p(xg) (because we are optimizing over a subspace of the original optimization space),

and hence mean field methods are essentially maximizing a lower bound of the true likelihood, a
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nice property useful in justifying their application, especially in likelihood-based model learning
(i.e., parameter estimation), although in practice the tightness of the bound heavily depends on the
choice of feasible space.

Recall thatQ consists of two components: the space of potential functibrasd the space
of parameter®. For a general multivariate probability distribution, the potential space spans the
choices of both theoupling topologyi.e., which subsets of variables, come under a single poten-
tial) and thecoupling kerneli.e., the functional form of(-)). The coupling topology is encoded in
the graphical representation of a multivariate distribution, and the coupling kernels reflect choices
of mappings from the joint state configurations of variable subsets to values related to their joint
probabilities. In principle, optimization could take place in the space of, 1) all tractable subgraphs,
2) all valid potential functions (kernels) on such subgraphs, and 3) all valid parameters associated
with the given set of potentials. In practice, nearly all extant mean field algorithms focus on param-
eter optimization (i.e., the 3rd aspect) but rarely explore the other two aspects, or only do so in an
ad hocway. For example, the classical mean field method makes use of the simplest subgraph of
G (p)—the fully disjoint graph (i.e., with all edges removed), and chooses the potential function of
each singleton to be the variable itself (i®(z) = ). More recenstructured variational inference
methodqJordaret al., 1999 use more complex subgraphs@fp), in particular, some specific dis-
joint partitions of G(p) motivated by both domain knowledge and computational tractability, and
a set of model-specific choices of potential functions associated with the subgraph. To explore the
third aspect of the optimization space, these methods seek an optimal value of the variational pa-
rameters via an iterative procedure using fixed-point equations derived in a problem-specific manner
(e.g., depending on the choice of the coupling topology and the potential functions for the approx-
imate distribution). Since substantial mathematical skills are usually involved, sophisticated mean

field methods have not gained much popularity among practitioners of approximate inference.
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4.3.4.3 Belief propagation

Recently,Yedidiaet al.[20014 realized that Pearl’s belief propagation (BP) algorithm—when ap-
plied to general loopy graphs—is also a variational algorithm. The inference problem is trans-
formed to an optimization functional—the “Bethe free energy’—that imposes local consistency
on the approximate marginals. Specifically, BP, and related algorithms (e.g., GBP, CVM, etc.),
seek to directly estimate a set of marginals of interest associated with the study distriljution
for example, all marginals of variable pairs that are adjacent in the grEphe), i.e., {u; =
<X1-Xj>p Vi, j, s.t, (ij) € £}, and all the singleton marginals, i.¢u; = <Xi>p Vi, s.t, i € V},
by optimizing a so-calle@ethe free energyAs pointed out byWainwright and Jordaf2003, this
problem can be understood as seeking a particular mean parameterization for an approximate dis-
tribution.

Under the general framework of variational approximation described by£E#4){(the Bethe
free energy is equal to the sum of the expected en(ef_g% as in Eq. 4.14), and another term
called theBethe entropyH ..., which is an approximation to the true entrofly. Recall that,
is intractable for general distribution#{;.,,. makes use of all single node entropiEg(y;) and
edgewise mutual information ternig (u;;) to form an approximation té/,:

Hpooe(p) & = Hip) + Y Lijpig)- (4.15)
S (3,5)€E

An exact characterization of the marginal polytope given all the potential functions of the distribu-
tion p is intractable. To overcome this, BP optimizes over the spadecafly consistent pairwise
marginals (i.e., tree-consistent marginaldytp = {7 > 0|>_, 7i(z;) = 1,3, 7j(zi ;) =
7;(x;)}, which is anouter approximatiorto the original marginal polytope. The recently devel-
oped GBP algorithm optimizes over marginals of larger clusters of nodes to capture more complex
couplings (than the pairwise couplings in baseline loopy BP) in the distribpfiautnich leads to a
more complex optimization problem over the space of locally-consistent cluster marginals (a tighter
outer approximation of the marginal polytopeothan that from the pairwise marginals), and on

an objective function known as thékuchi free energyKikuchi, 1951 (a better approximation to
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the true free energy than the Bethe free energy). Similar to the mean field methods, essentially BP
algorithms also begin with aad hocchoice of coupling topology (that determines variables to be
included in cluster marginals), followed by an iterative procedure to search for fixed-points in the
relaxed feasible space of marginals associated with each cluster.

An advantage of the Bethe (or Kikuchi) variational approach is the simplicity of the BP algo-
rithms. Generic fixed-point equations can be derived based on the variational prliveigidia et
al., 20014, which alleviates the need for model specific derivations in applications to a variety of
specific problems. The flexibility provided by the ability to choose clusters of varying sizes in the
GBP and CVM algorithms is a significant important step forward. However, due tadtihecre-
laxation of the original optimization functional and the feasible space for tractability, the marginals
resulting from GBP are not necessarily globally consistent (i.e., not necessarily in the marginal
polytope), so the inequality in Eq4.(L1) may no longer apply. Thus, the GBP approximation does
not necessarily yield a lower bound on the likelihood and a GBP algorithm may not converge. Also
note that since, in general, finding the mapping function from mean parameterization to the usual
exponential parameterization is as difficult as performing inference, obtaining an explicit form of
the approximate distribution via BP is non-trivial, which makes certain probabilistic queries, e.g.,
arbitrary marginals op, difficult to handle. By contrast, in the mean field method, the solution is
an explicit approximate distribution in exponential parameterization, on which general inference is

tractable.

4.4 Generalized Mean Field Inference

Mean field methods can provide flexibility similar to that by the GBP methods via the choice of
approximating distributiorg(x|y), and so-called “structured mean field methods” have been based
on choosing(x|v) to be a tree or some other sparse subgraph of the original graph to which an exact
inference algorithm such as the junction tree algorithm can be feasibly appked and Jordan,
199d. Recently, Wiegerinck presented a general framework for structured mean field methods

involving arbitrary clusteringgWiegerinck, 20000 In particular, his approach allows the use of
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overlapping clusters, which leads to a set of mean field equations reminiscent of a junction tree
algorithm. Although there continue to be developments in this area [Elg-ay and Friedman,
2001, Bishopet al, 2003 Bishop and Winn, 20043, it is fair to say that in practice the use of
mean-field-based variational methods requires substantial mathematical skill and that a systematic
approach with the generality, flexibility and ease of implementation of GBP has yet to emerge. In
this section we describe a generalized mean field method that aims to fill this gap. The approach
yields a simple general methodology that applies to a wide range of models. To obtain the desired
simplicity our approach makes use mbnoverlappingclusters, specializing Wiegerinck’s general
approach, and yielding a method that is somewhat reminiscent of block methods in MCMC such as
Swendsen-WanfSwendsen and Wang, 1987

Note that the choice of clusters is generally done manually both within the GBP tradition and
the mean field tradition. Another reason for our interest in nonoverlapping clusters is that it suggests
algorithms for automatically choosing clusters based on graph partitioning ideas. We will discuss a

preliminary exploration of these ideasgr.5.
4.4.1 GMF Theory and Algorithm

As stated, the mean field approximation refers to a class of variational approximation methods
that approximate the true distributigiix|0) on a graphGG with a simpler distributiong(x|v), for
which it is feasible to do exact inference. Such distributions are referredttaciable families A

tractable family usually corresponds to a subgraph of a graphical model.
4.4.1.1 Naive mean field approximation

The naive mean field approximation makes use of a subgraph that is completely disconnected. Thus,
the approximating distribution is fully factorized:
q(x) = H qi(z;). (4.16)
icV
For example, to use this family of distributions to approximate the joint probability of the Boltzmann

machine: p(x) = %exp{ziq Oijxix; + Y, biox;} wherez; € {0,1}, one definesy;(z;) =
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w1 — w;)' =%, where theu; are the variational parameters. Minimizing the Kullback-Leibler
(KL) divergence between andp, which is equivalent to solving Eq4(14) over the space qf;,
one obtains the classical “mean field equations”:

pi =o( Z 015 + 0io) . (4.17)

JEN;

whereo(z) = 1/(1 + e~#) is the logistic function, andV; is the set of nodes neighboringA little
algebra shows that indeed each singleton marginal can be expressed as a conditional distribution of
the relevant node given the expectation of all its neighbors, and this distribution reuses the set of
coupling weights of the original distributign

¢i(xr;) = exp {Hioiﬂi + Z 9ij$i<Xj>qj + Ai}
JEN;

= p@il{(X;), 17 €ND). (4.18)
As the second line of Eq4(18 suggests, the mean field approximation to the singleton marginal is
isomorphic to the corresponding singleton conditional under the original distribytieith all the
neighboring nodes of the singleton being conditioned on replaced by their expectations under their
own singleton marginals. Conceptualf j>q_ resembles a 'message” sent from ngde ¢, and
J

{<Xj>q_ | j € N;} forms a “mean field” applied t&; from its neighborhood (Figt.8).
J

Figure 4.8: Mean field messages. The red noldg @denotes the variable whose marginal is being approximated; the
blue nodes are neighbors that send the messages (assuming that these are the nodes whose couplingstoinode
are non-zero).
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Naive mean field approximation can be efficiently solved by fixed-point iteration. Procedu-
rally, this is similar to a Gibbs sampling scheme (see Chapter 5) in which one iteratively samples
each variable using a predictive distribution that conditions on the previously sampled values of
the neighboring variables. However, due to the deterministic replacement of the true value with an
expectation taken under an approximate marginal, the quality of the naive mean field approximation
for arbitrary graphical models could break down in cases where the original graphs are sparse (so
that the distribution of influences from the neighborhood may not be highly concentrated over an
expectation) and the pairwise couplings are not uniform over all edges (i.e., the magnitéges of
vary significantly over different node pairs, so that presence of strongly coupled pairs can bias the

approximation).
4.4.1.2 Generalized mean field theory

The completely disconnected subgraph underlying the naive mean field approximation differs sig-
nificantly from the original graph, implying that many of the dependencies present in the original
model are left uncaptured. Intuitively, a subgraph with fewer edges removed would capture more
such dependencies and would define a family of distributions better at approximating the origi-
nal distribution. The basic idea gkneralized mean fielaglpproximation is to employ a richer set of
tractable approximate distributions which correspond to a subgraphs made up of tractable connected
components of clusters of nodes.

Given a (disjoint) variable clustering, we define acluster-factorized distributiomas a distri-
bution of the formg(x) = ] .. ¢i(xc,), whereg;(xc,) = exp{—Ej(x¢,)},VC; € C, are free
distributions to be optimized. As discussedit3.4, this optimization problem can be cast as that
of maximizing a lower bound on the likelihood over the space of all valid cluster marginals respect-
ing a given clustering. The solution to this problem leadgyaneralized mean field approximation
to the original distributiorp(x). In the following, we present the generalized mean field theorem
that states this result.

To make the exposition of the theorem and the resulting algorithm simple, we introduce some
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definitions.

Definition 2 (Mean field factor): For a factorizable potent'@b(x%), let Ig denote the set of
indices of those clusters that have nonempty intersectionM//'gthThus,gﬁﬁ(xDB) has as factors the

potentialsps, (xc,nn, ), Vi € Ig. Then, themean field factorf;s is defined as:

fip 2 (65, (Xcn,)),» forie Iy (4.19)
where(:) - denotes the expectation with respecgo

Definition 3 (Generalized mean fields): For any clustgrin a given variable partition, the set of
mean field factors associated with the nodes iMigskov blankets referred as the set géneralized

mean fieldof clusterC;:
F; 2{fig: Dg € Bj,i € I3,i # j}. (4.20)

From Eq. ¢.9), replacingl’ (x,) with » - . E;(xc,) and omittingA(x ) (which is a constant
determined by, the distribution to be approximated) the optimal generalized mean field approxi-

mation top is specified as the solution of the following constrained optimization problem:

(FEMF e e = o e e (-5 Bl (1 - (00 X Eloe)
1€E(xc; C;ecC c,eC
(4.21)

whereE(x.,) denotes the set of all valid energy functions of variablexset (Because evidence
variables are fixed constants in inference, for simplicity, we omit explicit mention of the evidence
xz, and the subscripy in the energy ternk(-) above and in other relevant terms in the following
derivation. In should be clear that, in situations where such subscripts are omithed, related
symbols denote only the hidden variables.) The solution to this problem leads to the follow Gener-

alized Mean Field Theorem (the proof is provided in Apperili),
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4.4 Generalized Mean Field Inference

Theorem 2 (GMF approximation): For a general undirected probability mode{x, x) where
xy denotes hidden nodes argd denotes evidence nodes, and for a clusteﬁng{x,wi,xE,Ci}j’:1
of both hidden and evidence nodes, if all the potential functions that cross cluster borders are
cluster-factorizable, then the generalized mean field approximation to the joint pogiéxipfx )
with respect to clustering is a product of cluster marginalg“** (xx) = [[¢,cc 47" (Xu.c,)

satisfying the followingyeneralized mean field equations

GMF

q; (XH,CZ-) = p(XH,Ci|XE,Ci7fi)7 Vi (4-22)

Remark 1 Note that each variational cluster marginal is isomorphic to the isolated model fragment
corresponding to original cluster posterior given the intra-cluster evidence agdrbealized mean
fieldsfrom outside the cluster. Thus, each variational cluster marginal inherits all local dependency

structures inside the cluster from the original model.

The mean field equations in Theorérare analogous to naive mean field approximation by
Eq. @.18. Thegeneralized mean fieldsppearing in Eq.4.22 play a role that is similar to the
conventional mean field, now applying to the entire cluster rather than a single node, and conducting
probabilistic influence from the remaining part of the model to the cluster. It is easy to verify that
when the clusters reduce to singletons, B is equivalent to the classical mean field equation
Eq. @.17) (Fig. 4.9. From a conditional independence point of view, the generalized mean fields
can be also understood as expected Markov blanketf the corresponding cluster, rendering its
interior nodes conditionally independent of the remainder of the model and hence localizing the
inference within each cluster given its generalized mean fields.

Mean field approximation for directed models is also covered by The@renhis is true be-
cause any directed network can be converted into an undirected network via moralization, and des-
ignation of the potentials as local conditional probabilities. The following corollary makes this

generalization explicit:
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(a) (b)
Figure 4.9: The generalized mean fields in: (a) a naive mean field approximation and, (b) a GMF approximation. Red ar-
rows denote GMFs received by the center cluster (or node) from its neighborhood, green arrows denote GMFs contributed
by the center cluster (or node) to its neighborhood.
Corollary 3 For a directed probability model(x, xx) = [ [, p(zi|x~,) and a given disjoint vari-
able partition, if all the local conditional mode}g x;|x,) across the cluster borders admit cluster-

factorizable potentials, then the generalized mean field approximation to the original distribution

has the following formg“"* (xy) =[], .. ¢7"" (Xn.c,), and

)

GMF

q; (XH,CZ') = p(XH,Ci|XE,Ci7fi)7 Vi, (4.23)

whereF; refers to the generalized mean fields of the exterior parents, children and co-parents of the

variables in clustei.

These theorems make it straightforward to obtain generalized mean field equations. All that
is needed is to decide on a subgraph and a variable clustering, to identify the Markov blanket of
each cluster, and to plug in the mean fields of the Markov blanket variables according t4.E8s. (
or (4.23. We illustrate the application of the generalized mean field theorem to several typical
cases—undirected models, directed models, and models that combine continuous and discrete ran-

dom variables.

Example 1 (2-d nearest-neighbor Ising modellfor a 2-d nearest neighbor Ising model, we can

pick a subgraph whose connected components are square blocks of nodes in the original graph
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4.4 Generalized Mean Field Inference

Oijrir; +

(Fig. 4.10. The cluster marginal of a square blaGk is simplyq(xc,) = exp{}>_ . cc (e,
Ziev(ck) Oiox; + Z(ij)eg(cmm(ck) 0;;(x;)z;}, an Ising model of smaller size, with singleton poten-
tials for the peripheral nodes adjusted by the mean fields of the adjacent nodes outside the block

(which are theM B of x¢, ). o

Example 2 (factorial hidden Markov models):For the fHMM, whose underlying graph consists

of multiple chains of discrete hidden Markov variables coupled by a sequence of output nodes,
taken to be linear-Gaussian for concreteness, a possible subgraph that defines a tractable family is
shown in Figure4.12 in which we retain only the edges within each chain of the original graph.
Given a clusterindg’, in which each clustek contains a subset of HMM chaing (the dashed

boxes in Fig.4.12, the MB of each cluster consists of all nodes outside the cluster. Hence the
cluster marginal oty is: q({x™"},c., ) o [l px")p(y{x"}iee,, {f (X)) Fieeik)
wherex (™ denotes variables of chain;, p(x™+) is the usual HMM of a single chain, apdy|-)

is linear-Gaussian. When eaghcontains only a single chain, we recover the structured variational

inference equations iGhahramani and Jordh997. o

Example 3 (Variational Bayesian learning):Following the standard setup i@hahramani and
Beal[2001], we have @omplete data likelihoo®(x, y|6), wherex is hidden, and arior p(6|n, v),
wheren, v arehyperparametersPartitioning all domain variables into two clustefs, y } and{6},

if the potential function at the cluster bordexx, 6), is factorizable (which is equivalent to the con-
dition of conjugate exponentialitiyn Ghahramani and Bef2001]), we obtain the following cluster

marginals using Corollar$:

q(0) = pOn,v, f(x),y) o< p(f(x),y|0)p(0]n,v)

q(x) = ply, f(0)).

These coupled updates are identical to the variational Bayesian learning updateshodmani and

Beal[2001] and Attias[2004. o
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4.4.2 A more general version of GMF theory

Recall that the GMF theory developed in the last section assumes the potential functions of the
cliques in the graphical models athuster-factorizablewhich is not always true for general distri-
butions, for example, in case of a distribution defined by tabular potential functions. Now we briefly
sketch a morgeneralversion the GMF theory, which subsumes the previous version.

Given a disjoint variable partitioning, the truecluster conditionabf each variable cluster;
given its Markov blankeiM B; is:

P(%e [Xus, = Xaas,) < exp{ D badalxp,) + D 05(Xn 00, Xpyns,) |
Dot Dash (4.24)

whereBB; denotes the set of cliques that intersect with but are not contained in dijstdpte that
in Eq. @.24), we distinguish two types of variables in each cliqu%:ﬁmci represents the variables
in the intersection of cliqué&z and clustelC;, andeﬁnMBi represents the variables in cliquig;
but outside cluste€’;. Without loss of generality, we assume that all the potentials are positively
weighted (i.e.f > 0) and the signs are subsumed in the potential functions.

Given a cliqueDg, recall that we uség to denote the set of indices of clusters that have non-
empty intersection wittDg. Let I3; denoteds \ 4, which indexes the set of clusters other tiign
that intersect with cliquég; let a9, ()= ngﬁi q; (x¢,) denote the marginal distribution (defined
by a product of mean field cluster marginals) over the variables in these clusters (natg that,
is a subset of the set of all variables in these clustexs; [j € 75;}). Finally, let us refer to the
(marginal) expectation of the potent'@k(XDﬂ) under the mean field cluster marginals indexed by
I; as aperipheral marginal potentiabf clusterC;:

Slxnyncay,) 2 (Bax0)),
Bi

= /(ZSIB(XDﬁOCi’XDﬁmMBi)q[Bi (XDﬁmiji)dXDﬁmMBi7 (425)

which is only a functions of the variables in the intersection of cliueclusterCs;, andqu ).
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Given the peripheral marginal potentials of all the cliques intersecting with clasteve can
easily show (similar to the proof of Theore®rin AppendixB.1, and hence omitted) that the GMF
approximation to the cluster marginal of this cluster is:

ailxc,) o exp{ Y Oaalxp,) + Y. Oabls(Xnyoc i)}
Pocth ot (4.26)
from which the isomorphism of the GMF approximation of the cluster marginal to the true cluster
conditional (i.e., Eq.4.24) is apparent.

The definition of peripheral marginal potentials is more general thamt®n field messages
defined in the last section, which can be viewed as a special case that appliegdofactorizable
potentials For other non-factorizable potentials, such as tabular potentials, peripheral marginal

potentials are still well defined.
4.4.3 A Generalized Mean Field Algorithm

Egs. @.22 and @.23 are a coupled set of nonlinear equations, which are solved numerically via
asynchronous iteration until a fixed point is reached. This iteration constitutes a simple, message-

passing style, generalized mean field algorithm.

GMF (model:p(x,,xz), partition: {x,, ¢, Xp o, }1_1 )
Initialization

— Randomly initialize the hidden nodes at the border of clusté.
— Initialize f, by evaluating the potentials using the current values of the associ-

ated nodes.
— Initialize ;° with the currentf ;.
While not converged
Fori=1:1
- Updata]erl(XH,ci) = p(XH,Ci |XE,Ci7fit)'
— Compute the mean field factofs;™* of all potential factors at the border 6f;
via local inference using‘** as in Eq. ¢.19.
—Send thef,/*! messages to all Markov blanket clustersidfy updating the
appropriate elements in their GMF&! — Fi*',Vj € MBC;.
End
Return ¢(x) = [[; ¢(xu,¢,), the GMF approximation
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Remark 2 Note that the right-hand side of the mean field equation of cluster margittags. é.22

and @.23) depends only on a set of cluster marginals that are functions on the Markov blanket vari-
ables of cluste(;; this set of marginals does not inclugle Thus, the iterative update is a form of
coordinate ascent in the factored model space (i.e., we fix @l ¢, ), 7 # i and maximize with
respect tay; (x ¢, ) at each step), which will lead to a fixed point. Therefore we have the following

convergence theorem.

Theorem 4 The GMF algorithm is guaranteed to converge to a local optimum, which is a lower

bound for the likelihood of the model (see Rentafér a proof sketch).

Theoremd is an important consequence of the use disgoint variable partition underlying the
variational approximate distribution. It distinguishes GMF from other variational methods such as
GBP[Yedidiaet al, 20014, or the general case in Wiegerinck's framewgvkiegerinck, 2000
in which overlapping variable partitions are used, and which optimize an approximate free energy
function with respect to marginals which must satisfy local constraints.

The complexity of each iteration of GMF is exponential in the tree width ofdbal networks of
each cluster of variables, since inference is reduced to local operations within each cluster. However,
this also means that a computational advantage can only be obtained if the maximum clique size
of ¢; is much smaller than that @f suggesting that an appropriate variable partition which breaks
large cliques is important for the success of GMF, an issue we explore in the next section.

Since GMF is guaranteed to converge to a local optimum, in practice it can be performed in a
stochastic multiple-initialization setting similar to the usual practice in EM, to increase the chance

of finding a better local optimum.
4.4.4 Experimental Results

Although GMF supports several types of applications, such as finding bounds on the likelihood or
log-partition function, computation of approximate marginal probabilities, and parameter estima-
tion, in this section we focus solely on the quality of approximate marginals. We have performed

experiments on three canonical models: a nearest neighbor Ising model (IM), a sigmoid network
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(SN), and a factorial HMM (fHMM); and we have compared the performance of GMF using differ-
ent tractable families (specifically, using variable clusterings of different granularity) with regard to

the accuracy on single-node marginals. To assess the error, we lisdbased measure

Ip( —q(Xi = k)|,
Zz 1M7' ;; p

whereN is the total number of variables, add; is the number of (discrete) states of the variable

x;. The exact marginals were obtained via the junction tree algorithm. We also compared the
performance with that of the belief propagation (BP) algorithm, especially in cases where BP is
expensive, and examined whether GMF provides a reasonably efficient alternative.

We used randomly generated problems for the IM and SN and real data for the fHMM. For the
first two cases, in any given trial we specified the distributiér|0) by a random choice of the
model parametet from a uniform distribution. For models with observable output (i.e., evidence),
observations were sampled from the random model. Details of the sampling are specified in the
tables presenting the results. For each problem, 50 trials were performed. The fHMM experiment

was performed on models learned from a training data set.

Figure 4.10: Ising model and GMF approximations.

Ising models: We used a8 x 8 grid with binary nodes. Two different tractable models were
used for the GMF approximation, one based on a clusterirtyof2 blocks, the other od x 4
blocks (Fig.4.10. Results on strongly attractive and repulsive Ising models (which are known to be
difficult for naive MF) are reported in Table 1l The rightmost column also shows the mean CPU

time (in seconds).
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Table 4.1:L, errors on nearest neighbor Ising modelgper panel: attractive IMgo € (—0.25,0.25), 6,; € (0,2)); Lower
panel: repulsive IM;o € (—0.25,0.25),6;; € (—2,0)).

Algorithm Mean std Median| Range time

2 x 2 GMF 0.366+0.054 | 0.382 [0.276,0.463]| 2.0

4 x 4 GMF 0.193£0.103 | 0.226 [0.004,0.400]| 29.4
BP 0.618+0.304 | 0.663 [0.054,0.995]| 17.9
GBP 0.003£0.002 | 0.002 [0.000,0.005]| 166.3

2 x 2 GMF 0.3670.052 | 0.383 [0.279,0.449]| 1.2

4 x 4 GMF 0.185£0.102 | 0.161 [0.009,0.418]| 22.1
BP 0.351+£0.286 | 0.258 [0.009,0.954]| 14.3
GBP 0.003£0.003 | 0.003 [0.000,0.014]| 117.5

As expected, GMF using a clustering with fewer nodes decoupled yields more accurate esti-
mates than a clustering in which more nodes are decoupled, albeit with increased computational
complexity. Overall, the performance of GMF is better than that of BP, especially for the attractive
Ising model. For this particular problem, we also compared to the GBP algorithm, which also de-
fines beliefs on larger subsets of nodes, with a more elaborate message-passing scheme. We found
that for Ising models, GBP performs significantly better than the other methods, but at a cost of

significantly longer time to convergence.

Figure 4.11: Sigmoid network and GMF approximations.

Sigmoid belief networks: The two sigmoid networks we studied are composed of three hidden
layers (18 nodes), with and without a fourth observed layer (10 nodes), respectively. We used a row
clustering and a block clustering of nodes as depicted in FiggdrEfor GMF. Table4.2summarizes

the results.
Table 4.2:L, errors on sigmoid networkd{; € (0, 1)). Upper: hidden layers only; Lower: with observation layer.

Algorithm Mean-+ std Median| Range time

block GMF 0.013£0.004 | 0.013 [0.006,0.032]| 6.8
row GMF 0.172£0.036 | 0.175 [0.100,0.244]| 0.5
BP 0.273£0.025 | 0.271 [0.227,0.346]| 9.2

block GMF 0.018+0.009 | 0.014 [0.009,0.038]| 8.4
row GMF 0.061£0.021 | 0.059 [0.023,0.145]| 0.7
BP 0.18740.044 | 0.189 [0.096,0.312]| 139.2

For the network without observations, the block GMF, which retains a significant number of
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edges from the original graph, is more accurate by an order of magnitude than the row GMF, which
decouples the original network completely. Interestingly, when a bottom layer of observed nodes is
included in the network, a significant improvement in approximation accuracy is seen for the row
GMF, but it still does not surpass the block GMF. The performance of BP is poor on both problems,
and the time complexity scales up significantly for the network with the observation layer, because

of the large fan-in associated with the nodes in the bottom layer.

9000 9000000

oo ,
OO0OO0O0O000O0

Figure 4.12: An fHMM and a GMF approximation (illustrative graph; the actual model contains 6 chains and 40 steps).

Factorial HMM: We studied a 6-chain fHMM, with (6-dimensional) linear-Gaussian emis-
sions, ternary hidden state and 40 time steps. The model was trained using the EM algorithm (with
exact inference) on 40 Bach chorales from the UCI Repos[®lgke and Merz, 1998 Inference
was performed with the trained model on another 18 test chorales. GMF approximations were based
on clusterings in which each cluster contains either singletons (i.e., naive mean field), one hidden

Markov chain, two chains, or three chains, respectively. The statistics @fitherors are presented

in Table4.3.
Table 4.3:L; errors on factorial HMM

Algorithm Mean= std Median Range time
naive MF 0.254+0.095 | 0.269 | [0.083,0.397]| 9.8
1-chain GMF 0.23A4-0.107 | 0.233 | [0.029,0.392]| 14.3
2-chain GMF 0.092+0.081 | 0.064 | [0.019,0.314]| 5.6
3-chain GMF 0.118+0.092 | 0.089 | [0.035,0.357]| 15.6
BP 0 0 - 106.2

Since the moral graph of an fHMM is a clique tree, BP is exact in this case, but the compu-
tational complexity grows exponentially with the number of chains and the cardinality of the vari-
ables; hence BP cannot scale to large models. Using GMF, we obtain reasonable accuracy, which

in general increases with the granularity of the variable clustering. The 2-chain GMF appears to be
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a particularly good granularity of clustering in this case, leading to both better estimation and faster
convergence.

In summary, GMF shows reasonable performance in all three of the canonical models we tested,
and provides a flexible way to trade off accuracy for computation time. It is guaranteed to converge,
and the computational complexity is determined by the treewidth of the subgraph. BP, on the other
hand, may fail to converge. Furthermore, the complexity of computing BP messages is exponential
in the size of the maximal clique in the moralized graph, which makes it very expensive in directed
models with dense local dependencies. However, note that there are multiple ways of decomposing a
graphical model (Figd.13); in all three examples just studied, the clusterings of variables are chosen
manually by examining the graph topology and studying the model semantics, and the choice affects
the approximation quality significantly. Can we do this in a more principled way, especially for less

structured graphs? In the following section, we address this problem.

Figure 4.13: Two possible schemes for partitioning a graph to construct the GMF approximation. Which one is better?

4.5 Graph Partition Strategies for GMF Inference

What are the prospects for fully autonomous algorithms for variational inference in graphical mod-

els? Recent years have seen an increasingly systematic treatment of an increasingly flexible range
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of algorithms for variational inference. In particular, the cluster variational framework has provided
a range of algorithms that extend the basic “belief propagation” framefi@didiaet al., 20014.
Similarly, general clusters of variables are also allowed in recent treatments of structured mean field
algorithms[Wiegerinck, 20000 Empirical results have shown that both kinds of generalization can
yield more effective algorithms.

While these developments provide much-needed flexibility for the design of effective algo-
rithms, they also raise a new question—how are the clusters to be chosen? Until now, this issue has
generally been left in the hands of the algorithm designer; moreover, the designer has been provided
with little beyond intuition for making these choices. For some graphical model architectures, there
are only a few natural choices, and these can be explored manually. In general, however, we wish
to envisage a general piece of software for variational inference which can be asked to perform in-
ference for an arbitrary graph. In this setting, it is essential to begin to explore automatic methods
for choosing clusters.

In the previous section, we presented a generalized mean field algorithm for inference based on
adisjointclustering of random variables in a graphical model, noting that the assumption of disjoint
clusters leads to a simple and generic set of inference equations that can be easily implemented.
Disjoint clusters have another virtue as well, which is the subject of this section—they open the
door to a role for graph partitioning algorithms in choosing clusters for inference.

There are several intuitions that support a possible role for graph partitioning algorithms in the
autonomous choice of clusters for graphical model inference. The first is that minimum cuts are to
be preferred, so that as much as possible of the probabilistic dependence is captured within clus-
ters. It also seems likely that the values of parameters should matter because they often reflect the
“coupling strength” of the probabilistic dependences among random variables. Another intuition is
that maximum cuts should be preferred, because in this case the mean field acting across a large cut
may have an expectation that is highly concentrated, a situation which corresponds to the basic as-
sumption underlying mean field methddsrdaret al, 1999. Again, specific values of parameters

should matter.
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In this section we provide a preliminary formal analysis and a thoroughgoing empirical explo-
ration of these issues. We present a theorem that relates the weight of the graph cut to the quality of
the bound of GMF approximation, and study random graphs and a variety of settings of parameter
values. We compare several different kinds of partitioning algorithms empirically. As we will show,
our results turn out to provide rather clear support for a clustering algorithm based on minimal cut,
which is consistent with implications drawn from the formal analysis. These promising results open
up the possibility for a fully autonomous variational inference algorithm for complex models based
on automatic node partitioning of a graphical model and GMF fixed point iterations as illustrated in

the following flowchart in Figure4.14

graphical model:$ node clustering $appr0ximat€ joint
P(Xy, Xg) P(%y, Xz) posterior: g(xy)

Figure 4.14: Flowchart of a autonomous variational inference algorithm.

4.5.1 Bounds on GMF Approximation

The quality of the GMF approximation depends critically on the choice of variable clustering of the

graphical model. The following is a theorem that formally characterizes this relationship.

Theorem 5 (GMF bound on KL divergence): The Kullback-Leibler divergence from the GMF
approximate joint posterior to the true joint posterior is bounded by the sum of the weights of
potential functions associated with the cross-border cliques, up to some constants intrinsic to the

graphical model:
aW < KL(q[lp) < bW, (4.27)

whereW = > p s, U5 and,a andb are constants determined by the potential functions of the

cross-border cliques (but independent of the potentials internal to the clusters.)

A proof of this theorem is provided in AppendB 2. Theorem5 provides a clear guideline

for choosing a desirable partitioning of a general graphical model: heuristically, it is desirable
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to break cliques associated with small weights while clustering the variables in the graph; more
systematically, we can use a graph partitioning algorithm to seek an optimal decomposition of the
graph underlying the model. In the following, we explore several graph partitioning strategies on
random graphs with pairwise potentials (each clique contains only two variables) to confirm and

exploit Theorenb experimentally.
4.5.2 Variable Clustering via Graph Partitioning

A wide variety of graph partitioning algorithms have been explored in recent years in a number of
fields (e.g.[Goemans and Williamson, 199Rendl and Wolkowicz, 199%. Given our focus on
disjoint clusters in the GMF approach, these algorithms have immediate relevance to the problem

of choosing clusters for inference. In this section, we describe the methods that we have explored.
4.5.2.1 Graph partitioning

Let G(V, &, A) be a weighted undirected graph with node Bet= {1,...,n}, edge set and
nonnegative weights;;, for (i, j) € € (a;; = 0 if there is no edge between nodandj; alsoa;; =

0, Vi). We refer to the symmetric matrix = {a;; } as theaffinity matrix We equip the space ofx

n matrices with the trace inner produdte B = tr AB; let A = 0 denote positive semidefiniteness
(A = B denotesA — B > 0); and letA > 0 denote elementwise non-negativity 4f The linear
operator Diaga) forms a diagonal matrix from the vecteyand its adjoint operator diad) yields

a vector containing the diagonal elementsdofWe denote by, the vector containing ones.

Equi-MinCut.  We first consider graph partitioning (GP) problems based on minimum cuts. Given
a graphG(V, €, A) as described above, a classical formulafi@endl and Wolkowicz, 1995asks

to partition the node set intb disjoint subsets(C1, . . ., C%), of specified sizes; > mg > ... >

my, Z?Zl m; = n, SO as to minimize the total weight of the edges connecting nodes in distinct
subsets of the partition. This is known as the minimiout of G. In this section, we concern

ourselves with the special case of this problem in which all subsets have equal cardinadity
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problem that we refer to ds equi-MinCut(k-MinC). 4 Equi-MinCut avoids potentially skewed
cuts on highly imbalanced graphs, and leads to a balanced distribution of computational complexity
among clusters.

A k-way node partition can be represented byiradicator matrix X € R"™** with the j-th

column,z; = (z1; ;... x,,)", being thendicator vectorfor the setC;, Vi:

o 1 ifiECj
YT o0 o ifi¢q

Thus,k-equipartitionsof a graph are in one-to-one correspondence with the set
Fr = {X : Xep = ey, Xten = meg, Tjj € {O, 1}}

For each partitionX, the total weight of the edges connecting nodes within cluStéo nodes in
its complement’; is equal tofz!(D — A)z;, whereD = Diag(Ae,). As a result, the total weight
of thek-cut is

1 1
Ci =Y 5al(D — Az, = JUX'LX, (4.28)

whereL £ D — A is theLaplacian matrixassociated witld.

Thus,k equi-MinCut can be modeled as the following integer programming problem

(k-MinC) MinCy = min{tr X'LX : X € F;}.

Equi-MaxCut. We may also wish to find &-partition thatmaximizeghe total weight of the cut.

This problem is known as the MaxCut in combinatorial optimization. Even without any size
constraint this problem is NP-hard. In this paper, we again concern ourselves with a constrained
version of the problem, in which all subsets have equal cardinalityhus we have the following

k equi-MaxCui(k-M axC) problem

(k-MaxC) MaxC; = max{tr X'LX : X € Fy}

= dii —min{tr X’AX : X € 7},

“In combinatorial optimization, this problem is traditionally referred to asktipartition problem It is NP-hard, and
to be distinguished fromanconstrainedninimum cut, which isnot NP-hard.
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We see that botk-MaxC andk-MinC are quadratic programs, and the relaxations that we con-
sider will treat them identically. Note that due to the equality in the second line of the above equa-
tion, k-MaxC can be solved in a similar manner kel inC, which amounts to using a different

“cost” matrix in the objection function.

Weight matrices. The design of the affinity matrix has a fundamental impact on the results that
are produced by graph partition algorithms. The naive choice in our case is to simply tetl

when node; andj are connected in a graphical model, anddgt= 0 otherwise. Intuitively, an
equi-MinCut using such an affinity matrix will capture more of the local dependency structure in the
model, while an equi-MaxCut will lead to lower computational cost for inference in each cluster.

One can also partition the graphical model based¢aupling strengthi.e., lettinga;; = 0;;,
the weight of the pairwise potential, so that an equi-MinCut results in clusters with strong intra-
cluster coupling, whereas an equi-MaxCut produces a clustering with only weak couplings left in
each cluster.

It also seems sensible to consider weighting schemes that favor large cuts with small coupling
strength, or small cuts and large coupling strengths. We explore such a scheme by choosing weights
that are inversely related to coupling strength.

The following table summarizes the various partition strategies explored in this paper, and the

corresponding design of the affinity matrix.
Table 4.4: Graph partition schemes

GP k- k- k- k- k- k-
scheme MinCy, MinC, MinC. | MaxC, MaxCp, MazxC,
@i {1,0}  {055,0} {5,0}| {1,0}  {6;;,0} {50}
value

45.2.2 Semi-definite relaxation of GP

Both k equi-MinCutand k equi-MaxCutare NP-hard. But there exist a variety of heuristics for
finding approximate solutions to these problefsieze and Jerrum, 199Karisch and Rendl,

1999. some applicable to quite large gragialkneret al, 1994. In the sequel, we describe
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4.5 Graph Partition Strategies for GMF Inference

an algorithm that finds an approximate solutionktd/inC and k-MaxC using a semidefinite

programming (SDP) relaxatidikarisch and Rendl, 1998

Semidefinite programming. Semidefinite programming (SDP) refers to the problem of optimiz-
ing a convex function over the convex cone of symmetric and positive semidefinite matrices, subject

to linear equality constrainf¥/andenberghe and Boyd, 199\ canonical (primal) SDP takes the

form:
min CeX
(SDP) S.t. Aje X =0b fori=1,...,m
X >0

Because of the convexity of the objective function and the feasible space, every SDP problem has
a single global optimum. With the development of efficient, general-purpose SDP solvers based
on interior-point methods (e.g., SeDulMBturm, 1999), SDP has become a powerful tool in solv-

ing difficult combinatorial optimization problems. Here, we describe a simple SDP relaxation for

solving graph partitioning problems.

SDP relaxation of GP. We now derive a semidefinite relaxation for GP. For simplicity, we illus-
trate it only fork-MinC'; k-M axC follows similarly with the appropriate change to the objective.
The first step in SDP relaxation involves replacifNgLX with tr LY, whereY is equal to

X X*; thislinearizesthe objective. Let us define the sBt
T :={Y : 3X € F;, such thaty = X X*}.

Thusk-MinC reads: MinC}, := min{tr LY : Y € conv(T})}.

Note that due to linearization of the objective, our feasible set can be rewritten as the convex hull
of the original se7;.. The next step is to approximate the convex hullpby outer approximations
that can be handled efficientlyKarisch and Rend[1999 describe a nested sequence of outer
approximations for GP that leads from the well-known eigenvalue bound of Donath and Hoffman
to increasingly accurate bounds. Omitting details, one of their relaxation schemes results in the

following SDP relaxation fok-MinC:
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max  trLY

S.t. diagY) = e,
Ye, = me,
Y >0 elementwise
Y =0, V=YY"

(P) is an SDP and can be solved by an interior-point solver such as SeDuMi.
4.5.2.3 Finding a closest feasible solution

While in some cases a bound is the major goal of a relaxation, in our case we require that the
relaxation give us a (feasible) solution. In particular, the optimal solution of prob)ris in
general not feasible for the original GP problem, and we need to recover from the approximate
solution a closest feasible solutial, to the original GP problem. We use the following scheme in

this section.

e From the relaxed solutiol, find a decompositiod” = X’X"t via SVD (note thatX" is usually full
rank rather than of rank as in the feasible case).

e Treat each row inX’ as a point inR™; cluster these points using a variant of the standgrtheans
algorithm that finds equi-size clusters. (We use multiple restarts and pick the result with the best cut
value).

o Complete the feasible index mattX: z,; = 1 iff row ¢ of X’ gets assigned to clustgr

This rounding scheme is related to the randomized projection heuristic studiodmyans and
Williamson[1999 in their work on Max-Cut. In this approach, the label (-1 or +1) of each vector
is chosen according to whether the vector is above or below a randomly chosen hyperplane passing
through the origin. Frieze and Jerrurfl994 generalized this scheme to maxcut. Rendl and
Wolkowicz [1995 proposed another alternative involving a first-order Taylor expansion of the cost
function around the relaxed’. However, these schemes make it difficult to enforce size constraints
on the clusters, and occasionally produce artifacts such as having an empty cluster. Empirically, we

have found that & -means heuristic usually leads to superior and often near-optimal results.
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4.5.3 Experimental Results

In this section, we combine graph partitioning with the GMF algorithm to perform inference on
randomly generated undirected graphical models with singleton and pairwise potentials. We an-
alyze three aspects of the overall procedure—the quality of the graph partition, the accuracy of
the approximate marginal probabilities, and the tightness of the lower bounds on the log partition
function.

For each trial, we use a random graph of 24 nodesd specify the distributiop(x|6) by
making a random choice of the model paramétéom a uniform distributiori{(a, b). For single
node weight®);, we seta = —wopsanNdb = —woeps. FOr pairwise weights;;, we seta = —weoup,
b = 0 for repulsivecoupling;a = —weoup, b = weoup for mixedcoupling; andz = 0, b = wcoyp for

attractivecoupling, respectively.

Table 4.5: GP performance. (defaulf:-means rounding; rp: random projection rounding)

Equi-MinCut Equi-MaxCut

k | lower-b feas.X /b upper-b feasX f/lb feas. X (rp) f/b (rp)

3| 34 38 1.16:0.03 || 78 75 0.96:0.02 71 0.9%0.04
4 | 41 45 1.0920.02 || 82 80 0.9A40.02 74 0.96:0.04
6 | 52 55 1.06:0.03 || 83 81 0.9&40.01 77 0.930.02
8 | 59 61 1.03:0.02 || 83 82 0.990.01 79 0.95-0.02
3|73 77 1.05-0.02 122 119 0.940.01 113 0.92:0.03
4 | 86 90 1.05-0.02 135 130 0.940.01 122 0.940.03
6 | 104 207 1.03-0.01 140 137 0.980.01 128 0.914:0.02
8 | 116 118 1.02:0.01 140 138 0.990.01 131 0.93-0.01

45.3.1 Partitioning random graphs

Our graphs are generated by sampling an edge with probapility each pair of nodes. Tabe5
summarizes the performance (over 100 trials) of various graph partition schemes on random graphs.
To assess performance, we compute the ratiobetween the feasible cut that was found and the
bound on the optimal cut provided by the SDP relaxation (the optimal solution must fall between

f andb). In the top panel, we show results for partitioning unweighted graphspwith0.3 into

%In fact, a standard SDP solver can readily handle larger graphs (e.g., with more than 100 nodes). But the exact
solutions of the singleton marginals for larger graphs are very expensive to compute, which makes it difficult to obtain
good estimates of the inference error.
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k = 3,4,6, and8 clusters. The bottom panel shows results for partitioning denser unweighted
graphs withp = 0.5. Partitioning on weighted graphs show similar performance.

x 10~ Attractive coupling (0.25,0.12) Attractive coupling (0.25,0.25) Attractive coupling (0.25,0.5) Attractive coupling (0.25,1)
0.12

0.1

0.1

0.09,

Figure 4.15: L, errors of singleton marginals on random graphs, with different coupling types and strengths. Each
experiment is based on 20 trials. The sampling ranges of the model parameters for each set of trials are specified on
top of each graph asugpg weoup). (z-axis: the number of clustergj-axis: thel; error; solid lines: cut based on
6;;-weightedA; dashed lines: cut based on unweighte&ddashed-dot lines: cut based byp;;-weightedA; lines with

diamond symbols: equi-MaxCut (black); lines with round-dot symbols: equi-MinCut (blue); dotted line with square
symbols: random cut (red). For reference, the dotted (red) line with no symbol marks the baseline error of naive mean
field.)

We see that the SDP-based GP provides very good and stable partitioning results, usually no
worse than 10% off the optimal cut values, and often within 5%. Note also thak'theeans

rounding scheme outperforms the random projection rounding (rp).
4.5.3.2 Single-node marginals

We compared the performance of GMF using different graph partition schemes with regard to the
accuracy on single-node marginals. We used all six GP strategies summarized id.Zaddewell

as a random clustering scheme. To assess the error, we liseb@msed measure as described in the
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last section. The exact marginals are obtained via exhaustive enumeration. We used graphs of two
different densities in our experimentsioderately connectegraphs, with treewidti2 + 1, more

than an order of magnitude greater than the largest cluster to be formedienadly connected
graphs, with treewidti6 + 1. For simplicity, we show only results for the moderately connected
graphs.

Figure4.15shows that for all variable clusterings, GMF almost always improves over the naive
mean field. As expected, equi-MinCut always provides better results than other partition strate-
gies. In particular, equi-MinCut based on coupling strength yields the best results (consistent with
Theorem 5), followed by equi-MinCut based on node degree, then equi-MinCut that cuts the least
number of heavy edges. This suggests that, to better approximate the true marginals, it is important
to capture strong couplings within clusters. Equi-MaxCut fares less well; indeed, it is worse than
a random cut in most cases. It is worth noting, however, that cutting lightweight edges (i.e., max-
imizing the sum ofﬁj across clusters) leads to better performance than degree- or coupling-based
cuts.

Not surprisingly, the performance of GMF improves as the size of the clusters increase, which
allows more dependencies to be captured within each cluster.

For denser graphs (results not shown), the performance gap between different clustering schemes

becomes smaller, but the trend and the relative order remain the same.
4.5.3.3 Bounds on the log partition function

Figure4.16 shows the lower bounds on the log partition functions given by the GMF approxima-
tions. Comparing to Figuré.15 we see that there is a good correspondence between the perfor-
mance on approximating marginals and the tightness of the lower bound, a reassuring result in the

context of mean-field algorithms.

In summary, our empirical results provide rather clear support for a weighted version of MinCut

as a useful clustering algorithm for GMF inference, which is consistent with the implications from
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Attractive coupling (0.25,0.12) Attractive coupling (0.25,0.25) Attractive coupling (0.25,0.5) Attractive coupling (0.25,1)
0.998 0.985 0.982 0.99
0.996 0.98 0.0 0.988
0.975
0.978 0.986
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Figure 4.16: Accuracy of the lower bound on the log partition function. The ordering of the panels and the legends are the
same as in Fig.15 except that thg-axis now corresponds to the ratio of the lower bound of the log partition function
due to GMF versus the true log partition function.

180



4.6 Extensions of GMF

the formal analysis. This combination of graph partitioning algorithms with the generalized mean
field inference algorithm manifests a promising prototype for an autonomous variational inference
algorithm for arbitrary graphical models, optimizing variational approximations over the space of
model parameters as well as over the choice of tractable families used for the variational approxi-
mation, and making it possible to perform distributed approximate inference on large-scale network

models arising from challenging problems in fields such as systems biology and sensor networks.

4.6 Extensions of GMF

In light of the foregoing exposition, there are a number of extensions of the research reported here

that potentially lead to further improved GMF approximation.
4.6.1 Higher Order Mean Field Approximation

One possible extension involves the use of higher-order expansions in the basic variational bounds.
Leisink and Kappeh2001] have shown how to upgrade first-order variational bounds such as that
shown in Eq. 4.7) to yield higher-order bounds. In particular, the following third-order lower bound

can be obtained for the likelihood:

pxe) = [ dxexp{ = B} [1 - A+ expl@)a]

where¢ = $(A3%)/(A?), A = E(xy,xz) — E'(x4), and(-) denotes expectation over the approx-
imate distributiong(x,) = exp{—F’(xy)}. The optimizer of this lower bound cannot be found
analytically. However, we can compute the gradient of the lower bound with respgctassuming

a cluster-factorized approximate distribution), which requires computation of up to third-order cu-
mulants of the nodes in the bordering cliques in the subgrapisink and Kappeh2001] reported

an application of such a strategy to the 2-D lattice model and sigmoid belief network, approximated
by a completely disconnected subgraph, and reported significantly improved bounds. In the GMF
setting, which uses an approximating subgraph with more structure, the computation of the gradient

is even simpler because fewer nodes are involved in the cumulant calculation.
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4.6.2 Alternative Tractable Subgraphs

Another possible extension is to replace the disjoint clustering witleexconnected clustering

The termlV in the GMF bound can be also viewed as the total weight of the disrupted cliques (with
respect to the original graph) in the subgraph underlying a GMF approximation. Thus, we may
further reducéV by departing from the completely disjoint clustering to tree-connected clusters,

in which we connect all the disjoint clusters resulting from a graph partition using a tree whose
nodes are clusters. The link between every pair of connected clusters is chosen to be the maxi-
mally weighted clique shared by the clusters. Such a tree can be easily obtained by constructing a
maximal spanning tree of variable clusters. The motivation of using tree-connected clusters rather
than arbitrary subgraphs to approximate the true joint distribution is that under such a subgraph, the
message-passing-based GMF algorithm described earlier is still guaranteed to converge and yield a

set of globally consistent approximate cluster marginals.
4.6.3 Alternative Graph Partitioning Schemes

Eqg. B.5) in the appendix suggests that it may be advantageous to use other weighting schemes,
such as the entropy-like clique weights (expected potentiaks»q, and seek a partition that min-
imizes the sum of expected cross-border potentials. Obviously, exact computation of the entropy-
like weights requires the true joint distribution, and is thus infeasible. We may approximate the
expected potential of each clique by replacing the true marginal distribution of the variables in
the corresponding clique with a naive mean-field-like approximation to the margj(ba,j)'ﬁ) x
exp{0s¢p(xp,)|Fs} whereF denotes mean field messages from neighboring cliques; this turns
the computation of the expectation into a local computation. It is possible to use an algorithm that
iterates between GMF (to update the margifa)) and GP (to update the partition). It would be
also interesting to look at unequal partitions in MinCut, which allows modularities of the graph
structure to be explored in a more flexible way (e.g., as we do in the following foc@@OS

model).
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4.7 Application to the LOGOS Model

The generalized mean field theorem makes it straightforward to obtain the fixed-point equations
of the variational approximation to a variety of probability distributions of practical interest. All
that is needed is to decide on a subgraph and a variable clustering, to identify the Markov blanket
of each cluster, and to plug in the mean fields of the Markov blanket variables according to Eqgs.
(4.23 (or more generally, the marginal potentials of the peripheral cliques of each cluster). As
pointed out in Remark 1, since all the original intra-cluster dependencies are preserved in the mean
field cluster marginal, probabilistic inference in the GMF approximate distribution is reduced to
local and modular operations within each cluster. Hence, the overall inference problem is fully

decomposed based on the variable clustering.

Figure 4.17: The modular structure of th®@GOS motif model.

For theLOGOS model developed in Chapter 2 fof sequences containing types of mo-
tifs, the modularity of the model structure naturally suggests a bipartite variable clustenmgy: a
tif cluster {S;", 0/ | k = 1,...,K,l = 1,..., L}, and asequence clustefy,", X;" | n =
1,...,N,t =1,...,T,} (Fig. 4.17). Applying Corollary3, we obtain the following GMF cluster

marginals:

N

qS(X) x Hp(x(’”\v, T)p(y<n) |x<n)7 {(hl 9<k)>qm }szlv 01}9)? (4'29)

n=1

K

am(0,5) = [ (s v, )p(6™ 5%, o, {(hY (x,¥)), })) (4.30)

k=1
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where(h(x,y)), is the expectation of the sufficient statistics for métidetermined from DNA
sequence sgtby state sequenceg(i.e., the count matrix of nucleotides of all sequence sites that are
of motif k£ as specified by); and(In 0<k>>qm is the posterior means of the logarithms of the position-
specific multinomial parameters of the matif(often referred to as the natural parameters of the
multinomial distribution). Note thag;(x) is now just a re-parameterized HMM, angl (0, s) is a
re-parameterized HMDM model. Inference in both submodels is straightforward and inexpensive.
For simplicity, again we omit the super(sub)scriptandn in the following expositions, and give

equations for a generic motif type or a generic sequence.
4.7.1 A GMF Algorithm for Bayesian Inference in LOGOS

Due to the isomorphism of GMF approximations of the cluster marginals to the original local and
global submodels diOGOS (Egs. @.29-4.30), variational Bayesian inference w©GOS can

be “divided and conquered” into coupled local inferences on: 1) the isolated local alignment model,
i.e., an HMDM, as if we had “observationsh, = (h(x,y)),.. to obtain the posterior distribu-

tion of the PWM of each motif; and 2) the isolated global distribution model, i.e., an HMM,
as if the position-specific multinomial parameters of the motifs, in the natural parameter form
() = (In 0), were given, to compute the posterior probabilities of motif locations. This gives
rise to the following EM-like fixed-point iteration procedure (referred to as a “variational EM” al-
gorithm in[Ghahramani and Beal, 200 &lthough strictly speaking the analogy is only procedural
but not mathematical, because GMF is not doing maximal likelihood parameter estimation as in an

EM algorithm but Bayesian estimation.), which is a special case of the GMF algorithnirs:

Variational “E” step : Compute the expected sufficient statistics, the count majnia inference

in the global motif distribution model given() and sequencg:

B T—-L+1 ~
h= Y hyusr-1)p(Xe = 1]y, ), (4.31)
t=1

wherep(X; = 1|y) is the posterior probability of the indicator at positibheing the motif-

start state, which can be computed using the forward-backward algorithm. (See Appghdix
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for details.)

Variational “M” step : Compute the posterior mean of the natural parametés, via inference

in the local motif alignment model giveln

o(015) = /ezlnel,jp(ellshavE)p(sl‘ﬁ)del

51

I
= > (S = ilh) (Ui + huy) — U(|es] + [lal)), (4.32)
=1

where ¥ (z) is the digamma function, and(S; = i|h) is the posterior probability of hidden
stateq given 'observation’, which can be computed using the standard forward-backward

algorithm of HMM. (See AppendiA.4 for details.)

According to Theorerd, this message-passing procedure will converge. Once it converges, we
can compute the MAP estimate of motif locations in the global HMM submodel and the Bayesian
estimate of the motif PWMs from the local HMDM submodels.

The generalized mean field theory providedidde-and-conquecomputational tool to work
with complex models, especially for those coming from a modular design using the graphical model
formalism. It provides computational support for an upgrade path toward more sophisticated mod-
els, which may be needed for improving motif detection. For example, the global distribution model
is completely open to user design and can be made highly sophisticated to model complex properties
of multiple motifs without complicating the inference in the local alignment model. Similarly, the
local motif alignment model can also be more expressive without interfering with the motif distri-
bution model. In the literature, Bayesian inference in large scale models are usually approached via
a Monte Carlo sampling algorithm. In Chapter 5 we describellapsedGibbs sampling procedure
for Bayesian inference dnOGOS. Following is an illustration of the convergence behavior of the
GMF algorithm onLOGOS and an empirical comparison of the GMF algorithm and the Gibbs

sampling algorithm ohOGOS for motif detection tasks of modest difficulty.
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4.7.2 Experimental Results

We use semi-realistic test datasets described before, each containing 20 artificially generated DNA
sequences (500-600 bp long) harboring one real motif or three different real motifs (of length 18,
22, and 26 bases, respectively). The performance of inference is evaluated based on the error rate

((false positive + false negative)/2) of predicted motif occurrences.
4.7.2.1 Convergence behavior of GMF

Since the GMF algorithm is only guaranteed to convergence to a local minimum, we run GMF
with 50 random restarts, each followed by fixed-point (FP) iterations until convergence. To obtain
a “convergence curve” of a full run of multiply restarted GMF, we sequentialize the output of all
rounds of FP iterations. After each single cross-update step in each single round of FP-iteration, we
record the lowest value of the free energ¥f,, + H,, achieved so far (since the first round of FP
iteration), and compute the empirical error rates of motif prediction made from the GMF posterior

g corresponding to the current lowest free energy, which gives a performance trace.

Convergence of FP-iteration Convergence of GMF
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Figure 4.18: (a) Convergence of a single round of FP-iteration of GMF (Each point represents one step of iteration.) (b)
The “convergence curve” of GMF with 50 random re-starts. (The solid line is the mean value over 10 independent runs,
and the dashed line represents the std.)

Figure4.18illustrates the convergence behavior of GMF on a motif detection task. Typically,

a single round of GMF takes abat ~ 60 iterations to converge (Fi¢.18). GMF with multiple

random restarts in general plateaus within less then 50 restarts.(lFg), suggesting a possibility
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of reaching global (or near global) optimality. Thus, in the following experiments, we perform GMF
with 50 random restarts and pick the one resulting in the lowest free energy for the given sequences

as the final result.
4.7.2.2 A comparison of GMF and the Gibbs sampler for motif inference

We compared the performance of motif inference onlt&0OS model using GMF and a Gibbs
sampler (se@5.2). Convergence of the Gibbs sampler is diagnosed based on the standard Gelman-
Rubin (GR) statisticGelman, 1998 We infer motif locations using the sample meansaduring

Gibbs sampling, which yield an on-line measure of the performance.

Table 4.6: Median hit-rate of motif detection in test set containing one genuine and one decoy motif.
abfl| gal4 | gcnd| gerl| mat | mcb | migl| crp

GMF 0.81] 0.82| 0.71| 0.65| O 0. 0.73| 0.58
Gibbs 0.71| 0.79| 0.65| 0.53| 0.75| O 0.91| 0.63

Table4.6 summarizes the results obtained via GMF and Gibbs sampling for motif detection in
a simple one-per-sequence setting using HMDM as the local mode}Zskd). The performances
of the two algorithms are largely comparable, with the Gibbs sampler slightly better. However, the

convergence time for the Gibbs sampler is significantly longer, typically 5 to 10 times that of GMF.

Performance of GMF Performance of Gibbs sampler

00 2 4 6 0 1 2 3 4
CPU time x 10* CPU time x 10°
(a) (b)

Figure 4.19: Comparison of GMF and Gibbs sampler on performance (in terms of predictive error rate vs. time). Note
the difference in the scale of the x-axis in the two plots.

For more difficult problems, such as simultaneous detection of multiple motifs in a large dataset,

the mixing time of the Gibbs sampler becomes prohibitively long, and the results obtained within
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a tolerable time span from a Gibbs sampler are not comparable to those of the GMF, which uses
far less time. Figurd.19illustrates the convergence curve, in terms of predictive error rate versus
time, for GMF and the Gibbs sampler (obtained from the same experiment from which we plotted
the convergence curve in Fig.18. As evident in Figd.19%, the error rate of motif detection using
GMF generally follows an improving trend consistent with that of the free energy indFigb,
although not exactly monotonically decreasing, which is not surprising since the generative model
described byLOGOS does not necessarily model the motif sequences exactly (thus some local
optima may yield slightly better predictions than others). The error curve of the Gibbs sampler,
on the other hand, is less stable (Bid %), showing that the sampling process explores the state
space in a non-deterministic fashion, therefore providing less reliable performance in finite time.

The choice of random seeds seems to affect convergence quality for both GMF and Gibbs.

Table 4.7: Performance (mean error rate) of GMF and Gibbs over 5 test datasets.
dataset| 1 2 3 4 5

GMF 0.27+£0.17 0.26+0.13 0.38+0.1§ 0.35:0.1§ 0.39+-0.17
Gibbs | 0.49+0.19 0.414+0.23 0.56+0.20 0.414+0.23 0.49+0.21

Table4.7 summarizes the the performances of GMF and the Gibbs sampler over 5 different test
datasets for simultaneous detection of three motifs (as descrid@dari). GMF outperforms the
Gibbs sampler (run with finite allowable time, i.80x the time for GMF) in all cases. We reason
that for a complex motif model such 8©GOS, the state space is likely to be highly multi-modal
and poorly connected, and thus tends to trap the Gibbs sampler at sub-optimality; whereas GMF can
explore such a space much more efficiently by doing more random restarts than a Gibbs sampler

can afford, and is guaranteed to reach a local minimum from each restart.

4.8 Conclusions and Discussions

We have presented a generalized mean field approach to probabilistic inference in graphical models,
in which a complex probability distribution is approximated via a distribution that factorizes over
a disjoint partition of the graph. Locally optimal variational approximations are obtained via an

algorithm that performs coordinate ascent on a lower bound of the log-likelihood, with guaranteed
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convergence. For a broad family of models in practical use, we showed that the GMF approxima-
tions of the cluster marginals are isomorphic to the original model in the sense that they inherit all
of its intra-cluster independence structure. Moreover, these marginals are independent of the rest of
the model given the expected potential factors (mean fields) of the Markov blanket of the cluster.
The explicit and generic formulation of the “mean fields” in terms of the Markov blanket of vari-
able clusters also leads to a simple, generic message-passing algorithm for complex models. This
result is somewhat surprising as it shows that we can do approximate inference for arbitrary subsets
of hidden variables locally and tractably by capturing all the dependences external to the variable
subset with an expected Markov blanket, and applying existing inference algorithms locally (i.e., on
the cluster marginal) as a subroutine.

Disjoint clusterings have also been used in sampling algorithms to improve mixing rates for
large problems. For example, the Swendsen-Wang algofiflf®87 samples the Ising (or Potts)
model at critical temperatures by grouping neighboring nodes with the same spin value, thereby
forming random clusters (of coupled spins) that are effectively independent of each other, allowing
an MCMC process to collectively sample the spin of each cluster independently and at random. This
method often dramatically speeds up the mixing of the MCMC cH&iilks et al.,, 1994 also noted
that when variables are highly correlated in the stationary distribution, blocking highly correlated
components into higher-dimensional components may improve mixing. However, in the sampling
framework, clusterings are usually obtained dynamically, based on the coupling strength rather than
the topology of the network.

We have also investigated combinations of graph patrtitioning algorithms with the generalized
mean field algorithm, which allows mean field approximations to be optimized over both parameter
space and variable partition space in an autonomous fashion. We proved that the quality of the GMF
approximation is bounded by the total absolute weight of the potentials of the disrupted cliques due
to the disjoint variable clustering. Empirically, we confirmed that although all graphs partitions
lead to improvement over a naive mean field approximation, a minimal cut equipartition clearly

yields the best GMF approximation, measured both by singleton marginals and lower bounds of
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the true log partition function. Moreover, there is a good association between the qualities of the
approximate marginals and lower bounds.

Our work represents an initial foray into the problem of choosing clusters for cluster-based
variational methods. There is clearly much more to explore. First, we should note that we are
far from the ideal approach, where we base the clustering criterion on the ultimate goal—that of
obtaining accurate estimates of marginal probabilities. This is of course an ambitious goal to aim for,
and in the near term it seems advisable to attempt to find effective surrogates. In particular, we do not
want the problem of choosing clusters to be as computationally complex as the inference problem
that we wish to solve! (Fortunately, many efficient solvers are available to solve the GP problem
nearly optimally via SDP or spectral relaxation.) We should consider surrogates that involve more
general combinations of parameter values along cuts. In particular, we found little support for the
use of maximum cuts in our experiments, but perhaps if we search for large cuts along which the
parameter values are uniformly small we will have more success in this regard. In general, we might
ask for a surrogate that aims to capture both the setting under which mean field approximations are
effective, and the setting under which important local dependencies can be treated tractably.

Note also that we have focused on partitioning methods that decompose a large graphical model
into clusters of equal size. With no prior knowledge of the local connectivity within the clusters,
this equal-size heuristic seems reasonable; we wish to distribute resources roughly equally to each
cluster (e.g., to balance the load in a parallel computing setting). Again, however, it would be useful
to explore surrogates that attempt to capture local connectivity in the clustering criterion.

In an exemplary biological motif detection problem involving Bayesian inference in a hybrid,
large-scale graphical model, GMF outperforms conventional Gibbs sampling methods in both con-
vergence speed and error rate. We believe that due to its flexibility and efficiency, GMF simplifies
the application of variational methods to general probabilistic inference, and can significantly in-
crease the expressive power of languages that can be considered “practical” for knowledge repre-

sentation and reasoning under uncertainty.
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Chapter 5

Probabilistic Inference II: Monte Carlo
Algorithms

Monte Carlo algorithms are based on the fact that while it may not be feasible to perform statis-
tical computations on a complex joint or posterior distribution, $dy,), it may be possible to

obtain samples fromp(x), or from a closely related distribution, such that marginals and other
expectations can be approximated using sample-based averages. In contrast to the variational in-
ference approaches discussion in the previous chapter, which seek deterministic approximations to
p(z), Monte Carlo algorithms yield a stochastic representatiop(oj that is asymptotically ex-

act and easy to apply. General-purpose Monte Carlo inference software such as the BUGS system
has been developed for use with a general-purpose statistical modeling langudgilksest al.,

1994). For some statistical models, such as the Dirichlet process mixture model for haplotypes and
non-parametric Bayesian models in general, although the variational approach has been vigorously
pursuedBlei and Jordan, 20Q4so far Monte Carlo algorithms are still the only practical approach

to yield reliable performance.

5.1 A Brief Overview of Monte Carlo Methods

We discuss two examples of Monte Carlo algorithms—Gibbs sampling and the Metropolis-Hastings
algorithm—that are commonly used in the graphical model setting and in particular within the

Bayesian paradigm.
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5.1 A Brief Overview of Monte Carlo Methods

Gibbs sampling is an example of a Markov chain Monte Carlo (MCMC) algorithm. In an
MCMC algorithm, samples are obtained via a Markov chain whose stationary distribution is the
desiredp(x) (typically a complex multivariate distribution). The state of the Markov chain is an
assignment of a value to each of the variables. After a suitable “burn-in” period so that the chain
approaches its stationary distribution, these states are used as samples.

The Markov chain for the Gibbs sampler is constructed in the following way: 1) at each step
one of the variable; is selected (at random or according to some fixed sequence); 2) the condi-
tional distributionp(x;|xy»;) is computed (recall that is the set of indices of all the variables in
a graphical modet7(V, £)); 3), a valuer; is sampled from this distribution; and 4) the sampied
replaces the previous value of ttth variable.

The Markov properties of graphical models are particularly useful for a Gibbs sampler: condi-
tioning on the so-called Markov blanket of a given node renders the node independent of all other
variables. Thereforey(z;|xy\;) = p(zi|xmp,)- Thus, the implementation of Gibbs sampling re-
duces to the computation of the conditional distributions of individual variables given their Markov

blankets. For graphical models, these conditionals take the following form:

p(zilxyi) = p(@ilxms;)
[loempr; ®a(xD,)
= i 5.1
in HaeMBlCi $a(XD,) GD

where MBIC; denotes the set of cliques containixg and its Markov blanket nodes (note the

difference of MBK; and M BC; defined in Chapter 4). The s8tt B/C; is often much smaller than
the setD of all cliques ofG, and in such cases each step of the Gibbs sampler can be implemented
efficiently. Indeed the computation of the conditionals often takes the form of a simple message-
passing algorithm that is reminiscent of the junction tree algorithm or the GMF algorithm.

When the computation in Eq5(1) is overly complex, the Metropolis-Hastings algorithm can
provide an effective alternative. Metropolis-Hastings is an MCMC algorithm that is not based on
conditional probabilities, and thus does not require normalization as irbERy. Given the current

statex of the algorithm, Metropolis-Hastings chooses a new statfieom a “proposal distribution”
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5.2 A Gibbs Sampling Algorithm for LOGOS

q(z*|z), which often simply involves picking a variablé; at random and choosing a new value for

that variable, again at random. The algorithm then computes the “acceptance probability”:

(4 @) aeada(xh,)
<= (Lq(x*a:)Haema(xDa))' (52)

With probability ¢ the algorithm accepts the proposal and moves*taand with probabilityl — &

the algorithm remains in state For graphical models, if only one of the variables (s&y is
resampled, this computation also turns out to often take the form of a simple message-passing
algorithm, of which samples of the Markov blanketXf can be regarded as theessage

The principal advantages of Monte Carlo algorithms are their simplicity of implementation and
their generality. Under weak conditions, the algorithms are guaranteed to converge. A problem with
the Monte Carlo approach, however, is that convergence times can be long (etd..7s2g and it

can be difficult to diagnose convergence.

5.2 A Gibbs Sampling Algorithm for LOGOS

In the last chapter, we described a GMF algorithm for variational Bayesian inferende favo

motif detection under theOGOS model, which deterministically approximates the posterior distri-
bution of motif locations and the Bayesian estimates (resulted from an integration over the posterior
distribution) of PWMs. Here we present a Gibbs sampling algorithm for the same tasks. A compar-

ison of its performance to that of the GMF algorithm was givegdiry.2.
5.2.1 TheCollapsedGibbs Sampler

Given a set of DNA sequences denoted py= {y™}\_,, wherey™ = (y\",...,y%)), a

Gibbs sampler periodically samples the state configurations of latent variables from variable sets
X = {X™}N 0 = {§W}  andS = {S®}K  one at a time, conditioning on the state
configurations of the rest of the variables sampled during the previous iterations. Again, for sim-
plicity we drop in the sequel the superscripaissociated with variableX, Y, and the superscript

k associated with variablegs S. The predictive distributions to be derived for sampling apply to

every sequence and motif.
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5.2 A Gibbs Sampling Algorithm for LOGOS

In principal, a standard data augmentation (O&xnner and Wong, 1987@approach can be
used to solve the Bayesian missing data problem for motif detection w@BOS. But the fact
thaté is a high-dimensional continuous variable implies that it is very expensive to approximate its
posterior distribution by samples and also, the Markov chain that generates these samples can mix
very slowly. As pointed out irLiu [1994, the conjugacy betweemd,s) andp(x, y|#) suggests
that we can integrate oétand derive aollapsedGibbs sampling scheme. Essentially, we sample
iteratively from only two sets of discrete variables in the Markov chain: the Dirichlet component
indicator sequencd = (S1,...,.5.) in the local HMDM model, and the motif location indicator
sequenceX = (X,..., X;) in the global HMM model.

Let [ denote an arbitrary state taken By (i.e, columnl of a motif whose index is omitted)
and, andh denote the sufficient statistics of the PWiM(i.e., the nucleotide count matrix of the
aligned instances of each motif). For convenience, we use the suljsdfiipp denote an index set
excluding thetth element for variables, or an indication of the source (i.e., all buttthelement)
from which a sufficient statistic is collected. To keep the exposition simple, in the sequel we focus
on a Bayesian treatment of the PWMs only, and let the transition probability maftizgg and
{Y;;} in the global and local model, respectively, be constant. A Bayesian treatment of these
parameters (e.g}) was discussed i§83.2, and can be similarly implemented in the collapsed Gibbs
sampler. Given the current states of all (discrete) variables ib@@0S model exceptX;, the

Bayesian conditional predictive distribution fat; is:

p(Xi = l|X[—t]7 s,¥)
= p(Xi=l|ze—1, Tey1, Y1, h[—t]as)

p(Xe = lze—1, e41)p(e| Xe = 1, g, 51)

’O‘Sz sy thi—g,n, 0 (ye.d)—

TI} IHlTlg’xt-&-l HJGN aSl ] ]€HN 0 L »J dej

1 T (’asz’) HjeNF(QSz,j +h[—t],l,j +5(yt7j))
—lL]l— .

7w Tyl H]EN (asl,j) I'(Jas, + h[—t]J + 1)

1 e (’O‘Sz |) ) HjGN F(ashj + hl,j)

Z Tt—1— —Tt41 HJGN (O[shj) P(|Oésl + hl|) b

(5.3)
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5.2 A Gibbs Sampling Algorithm for LOGOS

where h; represents the count vector of colurhf a motif (whose index is omitted) resulting
from the current assignment ®f_;; plus the countinduced by, andY,, .5 denotes the transition

probability from statex to 3.

Given the current states of all variables exc&ptthe Bayesian conditional predictive distribu-

tion of variables; is:

p(Si=ilsiy.x,y) = p(Si=ilsi—1, 8141, )
1 . .
= EP(SI =i|s1—1, s141)p(hi| s = 7)
1 ‘041| a; i+
— Qsl 1*>’LQZA’81+1 /H 0 2% J d9
Z H EN JEN
_ 1l P(lail)  ThenT(aig +huy)

s1o1—iflizs - (5.4)
A " enTlaig)  T(lai+ )

A full sweep of variablesX,, results in a new set of labellings of motif/background in a DNA se-

quence and requiré3(7 K L) operations. The maximalposterioriestimates of the motif locations

are obtained by summarizing the empirical sample statistics.
5.2.2 Convergence Diagnosis

Since motifs are short stochastic substring patterns in a large “sea” of background sequences, the
posterior distribution defined byOGOS is not only very high-dimensional, but also likely to be
multi-modal due to the possible presence of many genuine or pseudo motif patterns in the sequences.
Such a distribution can cause very slow mixing for the Markov chain, as well difficulties in detecting

when the stationary distribution is reached.

chain 1 chain 2 chain 3 chain 4 chain 5

1.5 15“'n ' i 1.5 1.5 1.5

1 1 1 1 1
0 1000 2000 O 1000 2000 O 1000 2000 O 1000 2000 O 1000 2000

Figure 5.1: Multiple runs of Gibbs sampling, as traced by the column-average entrbpy of
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5.3 Markov Chain Monte Carlo for Haplotype Inference

To increase the chance of proper mixinty, independent runs of sampling, with different
random seeds, are simultaneously performed (5if). Convergence can be monitored at run-
time using an on-line minimal pairwise Gelman-Rubin (GR) statisfi@eliman, 199Bof some
scalar summaries of the model parameters obtained in each Markov chairLOB®DS, two
scalar summaries of the model parameters are used: 1) the posterior means of all the count ma-
tricesh 1; 2) the column-average entropy of the column-normalizedenoted byh): Ent(h) =
(K ElL:’cl H(?‘L;’“’))/Eszl Ly, as suggested ifLawrenceet al, 1993. In the first case4 x
Z,f:l L, values (i.e., elements @f) need to be monitored, and the minimal GR statistic (which
is a matrix{GR(h;;)}, containing the GR statistics of all the elementsisfof a pair of chains)
is computed as the GR statistic that has the minimal Frobenius norm (among all pairs of MCMC
chains). To diagnosis convergence, we act conservatively by monitoring the maximum element in
this minimal GR statistic matrix. For the second strategy, we just compute the GR statistics of the
scalar summarynt (k) for all possible pairs of MCMC chains. For both cases, we stop when the
minimum among all pairwise GR statistics reaches ¢, wheree is set to be a small scaler (e.g.
0.05). The rationale underlying this approach is that it is unlikely for identical suboptimal conver-
gence to be reached by several independent MCMC chains before the optimum solution is found
once.

A comparison of this Gibbs sampler with the GMF algorithm on motif detection was presented

in §4.7.
5.3 Markov Chain Monte Carlo for Haplotype Inference

In this section, we describe a Gibbs sampling algorithm for exploring the posterior distribution
under the Dirichlet process mixture model for haplotypes, including the latent ancestral pool. We
also present a Metropolis-Hastings variant of this algorithm that appears to mix better in practice.

We follow the notations used in Chapter 3 and hereby omit an reiteration of notational details.

A simple matching heuristic is used to match the count matrices from different chains when different chains number
the motifs differently (e.g., the same set of mofifs2, 3) found in chain 1 may be number¢8, 1, 2) in another chain).
We use minimum discrepancy amount all permutations to find the best matching.
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5.3 Markov Chain Monte Carlo for Haplotype Inference

5.3.1 A Gibbs Sampling Algorithm

Recall that the Gibbs sampler draws samples of each random variable from a conditional distribution
of that variable given (previously sampled) values of all the remaining variables. The variables
needed in our algorithm are?;,, the index of the ancestral template of a haplotype instarafe
individual; A}’”, the allele pattern at thgh locus of thekth ancestral templaté];, ;, thet-th allele
of the SNP at thgth locus of individuak; andG; ;, the genotype at locysof individual (the only
observed variables in the model). All other variables in the modeird v—are integrated out.
The Gibbs sampler thus samples the valueSipf A} and H;, ;.

Conceptually, the Gibbs sampler alternates between two coupled stages. First, given the current
values of the hidden haplotypes, it samplesd¢hand subsequentlry;.’“), which are associated with
the Dirichlet process prior. Second, given the current state of the ancestral pool and the ancestral
template assignment for each individual, it samplesithe variables in the basic haplotype model.

In the first stage, the conditional distribution®f is:

p(ei, =k |c[_M, h, a)
o p(ei, = kleiy,) /P(hit |lci, = k79k7a(k))l?(9(k>\{hi;, Dy # UNCTS k},a™)do™
= p(ci, =k [ej-iy)p(hi, [a®, e, hy )
{ %p(hﬂam? my_;, 1) if k = c;, for somei;, # i, 5

n%m za, p(hi,|a")p(a’) if k # cir, for all ¢}, # 4,
where[—i;] denotes the set of indices excludiign,_,,; . represents the number qf/ for i}, # i
that are equal té; n represents the total number of instances sampled so farpang ;. denotes
the sufficient statistics: associated with all haplotype instances originating from ancésexcept
h;,. This expression is simply Bayes theorem witfh;, [a*', c,h_;, ) playing the role of the
likelihood andp(c;, = k [c|_;,)) playing the role of the prior.

The likelihoodp(h;,|a™, m|_;, ;) is obtained by integrating over the parametér, as in

Eqg. 3.9, up to a normalization constant:

T (o + mi, 1)T(Bp +mi, ) 1\ ™k
p(hi,|a®,m_;1 ) o< R(an, Bh) t : (

ts
. (56
U(ap + Br +mi k. +mi, ;) \|B| — 1) 68
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5.3 Markov Chain Monte Carlo for Haplotype Inference

wherem;, , = m_y 5, + 2 Lhipy = af) andmj, = mi_, 1+ 3 I(hi, ; # af”), both

functions ofh;, (note thatm;, 5. + m;t = nJ) 2. Itis easy to see that the normalization constant

is the marginal likelihoogh(m_;,j . | a®), which leads to:

Dlan +mi )T (Bn+mi ) Tlon+ B+ (ne—1)J) 1 N/
plhila™ my_) = S ()
) F(ah + m[,it]’k)l“(ﬂh + m[_ii]’k) I‘(ah + Br + nkJ) ’B‘ —1
(5.7)
Forp(h;,|a), the computation is similar, except that the sufficient statistigs;, ,, are now null

(i.e., no previous matches with a newly instantiated ancestor):

I'(an +mi, )T(By +mj,) < 1 )mﬁt’

Flont Bt ) \B—1 (8)

p(hila) = R(an, Bn)

wherem;, = > 1(h;;, = a;) andm; = J — m;, . are the relevant sufficient statistics associated
only with haplotype instanck;, .

The conditional probability for a newly proposed equivalence clafst is not populated by
any previous samples requires a summation over all possible ancegtor$:= > ., p(hi,|a")p(a’).
Since the gamma function does not factorize over loci, computing this summation takes time that is
exponential in the number of loci. To skirt this problem we endow each locus with its own mutation
parametep'”, with all parameters admitting the same prigsta(ay,, 8;,) 2. This gives rise to a
closed-form formula for the summation and also for the normalization constant irbBy. It is

also, arguably, a more accurate reflection of reality. Specifically,

/

(ap + mityj)l“(ﬁh + m;mj) ( 1 )mim‘
T(an + Br +1) |B| -1

I(hi, ;=a;) I(hi,,;7aj)
Qap, I /Bh e
_ _ap . 5.9
];[(O‘h+ﬁh> <(|B’1)(O‘h+ﬁh)> 9

2Recall that ir§3.3.2 we use the symbpt,, to denote the count of matching SNP alleles in those individual haplotypes
associated with ancestaf® (andm,, for those inconsistent with the ancestdf’). Here, we use a variant of these
symbols to denote the pair of random counts (as indicated by the additional subgamsulting from the originadn,
(or m},) for individual haplotypes known to associate witff’ plus a randomly assigned haplotypg (whose actual
associated ancestor is unknown).

®Note that now we also need to split coumts_;, 1k, M, x @andms;, into site-specific countsn(_;, ,;, M., k,; and
mg,,;, respectively, wherg denotes a single SNPs site.

piJa) = T]Alon )
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5.3 Markov Chain Monte Carlo for Haplotype Inference

Assuming that loci are also independent in the base measuy®f the ancestors and that the base

measure is uniform, we have:

Soplhidapla) = TT(Dpla; = pthisla; =)

J leB
B 1 o, I(hiy,5=1) B, >H(hitvj7él)
B g(;\ﬂ(aﬁﬂfz) ((\B!—l)(aﬁﬁh)
1 J
— — 5.10
(171) (510

In this case (that each locus has its own mutation parameter), the conditional likelihood com-

puted in Eq.$.7) is:

p(hi jlaf” my_) 1)

L O
1 ( an + M ik )H(’”w J >< B +mi i1 )H("w# ; 85.11)
h Oéh+ﬁh+7lk—1 (]B\—l)(ah—&—ﬂh—i—nk—l)

Note that during the sampling @f,, the numerical values af;, are arbitrary, as long as they

index distinct equivalence classes.

Now we need to sample the ancestor tempiéte wherek is the newly sampled ancestor index
for ¢;,. Whenk is not equal to any other existing indegfl, a value foray, needs to be chosen from
p(alhi,), the posterior distribution aft based on the prias(a) and the single dependent haplotype
h;,. On the other hand, & is an equivalence class populated by previous sampleg, pive draw
a new value ot from p(al{h;,, : ¢;, = k}). If after a new sample af;,, a template is no longer
associated with any haplotype instance, we remove this template from the pool. The conditional

distribution for this Gibbs step is therefore:

p(a<k>]a(*k),h, c) = pa®|hi, : ci, =k})
p({hit, DG, = k}|a(’“))
Zap({hita Gy = k}’a(k) — a)
pOm )

j >ieB p(mm\a;’“) =1)

(5.12)
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5.3 Markov Chain Monte Carlo for Haplotype Inference

We can sample(”’, a}”, ..., sequentially:

p(al [{hi,j © ¢, =k}) =

%p(hit,jm;k)) “ “
0 ay, \I(hi, j=a'®) 8 I(hi, j#£a™) o . . .
= (o25) " Nmrntmsy) 7 if kisnot previously instantiated

N

D(ap+my,; )T (Bp+m, ;)
D(an+Bp+np)-(|B|—=1) "3 ;
_ T+, U (Brtmy, )/ (1BI=1) "3

Sie s D(@ntm,; (D)0 (Ba+my, ;(1)/(1BI-1)

yp({hi,j © ci, = k}a”)
7

o if k is previously instantiated,

(5.13)

wheremy, ; (respectively,m;j) is the number of allelic instances originating from ancesteit

locusj that are identical to (respectively, different from) the ancestor, when the ancestor has the

patterna;’“); andmy, (1) (respectively,m; (1)) is the value ofmy,; (respectively,m;, ;) when

(k) _ 71 4
a; =1.

We now proceed to the second sampling stage, in which we sample the haplbtyp&%e

sample each;, ;, for all j,14,t, sequentially according to the following conditional distribution:

p(hi, s ) higjr €, A, 8)

o p(gillie,gs hig s )P (i jlag™ mp g, gy x)

- R F(ag + U)F(Bg + (u/ + u”)) Lul]u’ [Hz]u” x Ry, F(ah + mitvkvj)r(ﬂh + m,/it7k7j)
T Tlag+ B8y +1J) Lo + B +ng) - (1B = 1)™eka’
(5.14)

where[—(it, j)] denotes the set of indices excludifig, j) andm;, . ; = m_g, ) k; + (hi; =

a;k)) (and similarly for the other sufficient statistics). Note that during each sampling step, we do

not have to recompute tHg-), because the sufficient statistics are either not going to change (e.g.,

“Note that here the counts;, (andm},) vary with different possible configurations of the ancestdt under given

h, unlike previously in Egs. 5.6)-(5.13), in which they vary with different possible configurations/af under given
a®.
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5.3 Markov Chain Monte Carlo for Haplotype Inference

when the newly samplehl;, ; is the same as the old sample), or only going to change by one (e.g.,
when the newly sampled;, ; results in a change of the allele). In such cases the new gamma

function can be easily updated from the old one.
5.3.2 A Metropolis-Hasting Sampling Algorithm

Note that for a long list of loci, @(a) that is uniform over all possible ancestral template patterns
will render the probability of sampling a new ancestor infinitesimal, due to the small value of the
smoothed marginal likelihood of any haplotype pattern as computed from Eg5(5). This could
result in slow mixing.

An alternative sampling strategy is to use a partial Gibbs sampling strategy with the following
Metropolis-Hasting updates, which could allow more complgx (e.g., non-factorizable and non-
uniform) to be readily handled. To sample the equivalence clasg éfom the target distribution
m(ci,) = plei,|ei—i,), h, a) described in EdS.5, consider the following proposal distribution:

N—iy)k

2 if k= ¢y, for somei;, # i

- a) ="
Q(Czt k|C[_“]) {n_L_T cif k£ Ci;/ for all i::’ 7 it

(5.15)

Then we sample'“":’ from the priorp(a). For the target distributiop(c;, = k|c(_;,, h, a), the

proposal factor cancels when computing the acceptance probabiitjeaving:

p(hiz |ac;§t ) G, h[—zt])j|

é’(ci157 cit) = min [17 p(hiz ]acit ,C, h[fzt])

(5.17)

The choice of a more informatiy&a) is an open issue. Besides using a uniform prior, one can,

for example, begin with a (small and hence inexpensive) finite mixture model using EM to roughly

® The cancellation of the proposal §rcan be seen from the following steps:

q(cit‘c[—it]) W(C;kf,) _ Q(Cit|c[—it] (C;th_it],h,a)

)
q(c;, le—iy) m(ciy) q(cs,le—iy)

¢isle—i,), h, a)

p
p(
p(cileii)p(hi | e, hy_y,)
(

q\Ciy |c[—it])
1) peiclei—i))p(hi,la‘i, e, hy_y,)

(

(
CRIERY

(

(

p hit |a’(6”)7 C, h[*zf])

) 5.16
p(hi |aid e, hi_;,) 610
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5.3 Markov Chain Monte Carlo for Haplotype Inference

ascertain major population haplotypes, and then constru@i by letting the EM-derived popu-
lational haplotypes take a large portion of the probability mass, and leaving some mass uniformly
to all other possible ancestors. Using a non-rigorous heuristic, we sample according %dlBqg. (

It can be shown that with this proposal, the acceptance rate defined yskkroughly holds®.

In practice, we found that the above modification to the Gibbs sampling algorithm leads to substan-
tial improvement in efficiency for long haplotype lists (even with a uniform base measurd for

whereas for short lists, the Gibbs sampler remains better due to thelbigf ) acceptance rate.
5.3.3 A Sketch of MCMC Strategies for the Pedi-haplotyper model

Recall that the Pedi-haplotyper model is an extension of the basic Dirichlet process mixture hap-
lotype model (i.e., the DP haplotyper model) that incorporates pedigree information for some in-
dividuals in a study population. The MCMC sampling strategy for the Pedi-haplotype model is
similar to the one for the basic DP-haplotyper described above, except that we need to sample a few
more variables newly introduced on top of the DP-haplotyper model, which requires collecting a
few more sufficient statistics for updating the predictive distributions of these variables.

In addition to the sufficient statistiea (for the consistency between the ancestral and individual
haplotypes (i.e., the number of cases of which the ancestral and individual haplotypes agree in a
single sweep during sampling), amd(for the consistency between the individual haplotypes and
genotype (i.e., the number of cases of which the genotype and its corresponding haplotype pair
agree in a single sweep during sampling), needed in the DP-haplotyper model, we need to update

the following sufficient statistics during each sampling step that sweeps all the random variables:

® To see this, note that now the proposal distribution{s;, |c_;,))p(a‘*i’|al~*i) h, c), and the desired equilibrium
distribution isw (c;,, a“i)) = p(ci,,a'“i¢) | ¢[—;,), h, a"“i)). The Markov transition probability is therefore:

Ciy | L‘jt]’hc ('Lta

q(ci,|ci—iy) Pla )™

acs |a H],h c) m(Ciys al°it
)
)P

»(
a(c;, ler-in) p(
p(a

q(ciile(—iy) p(a® fla[ <), e) p(eh, [er_in )p(hi|a!T ) e, hy_s,) p(aie [l b eyy))

i)
D
( p(ci )
Q(Cft|0[—u)p( “ilal” “],hc plciile—i))p(hig|a“ie), e, hy_,)) p(a®ic|al=i] h,ci_;,))
p(hit|aCit7C7h[—it])
p(hit|aCit7cvh[—iz])

(5.18)
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e w: the sufficient statistics of the transition probability

Wopp! = Z Z Z 1(8“7]‘ = T)l(sit,j—&—l = T‘/).
t 7 7

If we prefer to model the recombination rates in males and females differently, then we com-

putew, separately fot = 0 andt = 1.

e v: the sufficient statistics of the single generation inheritance (i.e., non-mutatior) rate

v= ZZZZ it,j — 7Tr Zt),])l(sitJ = T)'

The ancestral template indicators associated with the founding subjects and the ancestor pool
can be sampled as usual using the Gibbs and/or MH procedures used for the basic Dirichlet process
mixture model for haplotypes. Now we derive the additional predictive distributions needed for
collapsed Gibbs sampling for the Pedi-haplotyper model. For each predictive distribution of the
hidden variables, we integrate out the model parameters given their (conjugate) pri¢f $smed

§5.3.1 for definitions of most of the notations used here).

e To sample a founding haplotype:

p(hi, j10_ ), hizjy s, €8, 8)

= P(iyj|Pizjs PGy go SX() g+ Qeiyois i VI (i.)] U= (i.d)]» T~ (0.5)])

o< plhiyjs hagiy g 9illig s SX(@).5» Qesy s V- (0.9)) U= (i.d)] T~ (0.5)])

= p(hxgiy,jlPicgs Piggs Sx@0).50 VI 6))PGil P g5 P,y = gy))P (i 5
L' (am + v(hi, 3))T (B + v ( ii)
L(am + Bm + v(hi, ) + ' (hi, 5))
[(ag + u(hi, ;)T (By + v/( ltd) +u" (R, 7))
D(am + B + 1J)
R, U(an + m(hi,,;))L(Bp + m/ (hi,,5))
C(an + B+ m(hi, j) +m' (hi, 5)) - (|B] = 1)™ (Ried)

whereh, ;) ; refers to the allele in the child afthat is inherited from. For simplicity, we

ey, > M (5 5)])

= R,

Ul ul/
R, Hi pg X

(5.19)

suppose only one child. For the case of multiple children, the first term offEtP) pecomes

a product of such terms each corresponding to one child.
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e To sample a non-founding haplotype:

p(hi, j 0 ) hizjh s, € a,8)
= Plhivg )]s hizgs Pag)gs PorGioo.gs Boeeie) g Siegs SXG6).50 9is V= ()] W= (i)
o< P(hiy s hagy,j» Gl (i) iz Prin)o,so Poeain) o Sied» SXG0) > VI ()]s W= (09)))
= Phiyjlhnivye.gs i, Sieds Vie )PP e g Biggs $3(0).5> Vi (i)

P(Gilhi g5 ig. g, i)
D + v(hiy j)T (Bm + 0" (i, 5)
" F(am + B + U(hit,j> + U/(hitvj))
L (g 4 u(hi, j))T(Bg +u' (i, j) +u" (i, 5))
I'(om + B +1J)

R, i (5.20)

e To sample the segregation variable:

p(si, 510, 8(—(i,5))» Siz,j5 C A, 8)
= P(Sivlhivgs g i) g Pom (i), Sieg =1 Sie gt s VI=(i,)]> W= (i0,7)))
o< PPyl g ig) s Py (i0) 35 Siendis V=) (Si,i—11Si4,55 W= (iy,5)])

= P(SirglSing+1, Wi—(ir,g))
D(atm + 0(84,,5))T (B 4 V' (54,.5))
"o + B + v(si, 4) + ' (hiyj))
I'(ovs 4 woo(s4,,5) + w11 (s4,,5)) L (Bs + +wor(si,,;) + wio(si,,5))
F(as + 65 + ‘WD

R

I

(5.21)
where|w| =} w; .
5.3.4 Summary

In this section we presented stochastic inference algorithms based on a pure Gibbs sampling scheme
and a variant based on a Metropolis Hasting scheme for haplotype inference under a Dirichlet pro-
cess mixture model—DP haplotyper. We also sketched Pedi-haplotyper, a Gibbs sampler for hap-

lotype inference with pedigree information. We implemented the DP-haplotyper and validated it on
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both simulated and real genotype data &4), and demonstrated superior performance compared
to the state-of-the-art algorithm for haplotype inference. An implementation of the Pedi-haplotyper
Gibbs sampler is deferred to future work.

If desired, we can also use these algorithms as subroutines to compute Bayesian estimates of
model parameters of interest, such as the recombinatior{ rateler the Pedi-haplotyper model.
This can be done via a Monte Carlo EM algorithm, where in the E step we sample the hidden
variables using the algorithms just presented, and in the M step we use sufficient statistics from the
samples to estimate the parameter based on sample average. We omit further discussion on this

subject.

5.4 Conclusion

In comparison to the GMF algorithms presented in the previous chapter, modulo time complexity
(for reaching equilibrium) and space complexity (for storing the samples), Monte Carlo methods
are arguably more general and easier to apply for statistical computations (especially Bayesian in-
ference) in a wide range of probabilistic models. Under the graphical model formalism where
the conditional independencies among variables are made explicit, implementing a Markov chain
Monte Carlo algorithm such as a Gibbs sampler is particularly straightforward—the proposal dis-
tribution of each variable reduces to a conditional distribution under the Markov blanket of the
variable, which is easily identifiable from the graph topology and can be automated. In this chapter,
we presented MCMC algorithms for the large-scale Bayesian models we developed for motif de-
tection and haplotype inference, taking advantage of the simplicity offered by our graphical model
formalism.

In particular, for certain graphical models, such as the non-parametric Bayesian models defined
via a Dirichlet process prior (as for haplotype inference), MCMC algorithms appear to be the only
practical methodology for probabilistic inference. They naturally handle the issue of representing
the densities of a potentially infinite dimensional mixture model via sequentially generated samples

from such a distribution, whereas it seems that a variational approximation (still being developed
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by several authors, including the author of this thesis) has to appy &ocpredetermined trunca-
tion scheme to represent the approximate density. This reduces the original distribution to a finite
mixture model[Blei and Jordan, 20Q4greatly diminishing the flexibility offered by the original
non-parametric model. Our Gibbs sampling algorithm for the Dirichlet process mixture model for
haplotypes is quite competent in performance, although a comparison to a variational inference
algorithm under the same model would be interesting to reveal any performance/cost trade-off.
Such a comparison was done for teGOS model, which belongs to the family of parametric
Bayesian models (and hence is of fixed dimensionality). Despite the simplicity of implementing
the Gibbs sampler fdtOGOS, and acceptable performance in small-scale test problems, we found
that the GMF algorithm significantly outperforms the Gibbs sampler in more challenging large-scale
problems given finite time (se@l.7). This suggests that GMF is a competent and efficient alter-
native to Monte Carlo methods for what we believe to be a wide range of large fixed-dimensional
parametric models, especially when the performance/cost trade-off needs to be tilted toward lower-

ing the computational cost without sacrificing significantly in performance.
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Chapter 6

Conclusions

6.1 Conclusions from This Work

In this work, we focused on probabilistic graphical models and algorithms for analyzing two par-
ticular types of genomic data known as gene regulatory sequences and single nucleotide polymor-
phisms. We presented new algorithms to solve the related computational biology tasks of motif
detection and haplotype inference.

In Chapter 2, we re-formulated the conventional unsupendgaabvamotif detection problem
in genomic analysis as a semi-unsupervised learning problem, and developed a modular Bayesian
Markovian model calledOGOS, which can be trained on biologically identified motifs and gener-
alized to novel motif patterns. This model captures various properties of motifs, including canonical
structures of motif families, syntax of motif occurrences, and the distribution of nucleotides in back-
ground sequences. The graphical model formalism enables us to model these aspects with individual
submodels in a divide-and-conquer fashion, and results in a joint model that can be efficiently solved
using an approximate inference algorithm based on generalized mean field approximation.

Chapter 3 introduces a novel application of the non-parametric Bayesian approach to the hap-
lotype inference problem. Our model extends a conventional finite mixture model to a potentially
infinite mixture model via a Dirichlet process that induces a prior distribution over the centroids
(i.e., the identities of populational ancestral haplotypes) and the cardinality (i.e., the number of dis-

tinct ancestral haplotypes) of the mixture model. Such an extension is particularly suitable for data
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with a complex unknown distribution. It provides an alternative approach to the conventional model
selection methods based on a finite model space, imposes an implicit parsimonious bias on the de-
gree of diversity of haplotypes and allows a model to expand in a statistically consistent fashion
to accommodate increasing data that may have new patterns. Our model also incorporates a like-
lihood factor that naturally handles missing values and statistical errors in the haplotype/genotype
relationship.

Another major technical focus of this thesis is the development of efficient approximate algo-
rithms for probabilistic inference in complex models that are intractable for exact algorithms. In
Chapter 4, we developed a generalized mean field theory for approximate probabilistic inference
in complex graphical models using a generic optimization procedure based on graph partitioning
and message passing that provably converges to globally consistent marginals and a lower bound on
the likelihood. This framework generalizes previous works on model-specific structured variational
approximation yet specializes a previous study suggesting non-disjoint model decompositions, and
appears to strike the right balance between approximation quality and complexity. This work aims to
develop a turnkey algorithm for distributed approximate inference with bounded performance. The
GMF algorithm has been successfully used as the main algorithm for inference and learning in the
LOGOS model and exhibits superior performance compared to its MCMC counterpart. However,
under a non-parametric Bayesian setting, as used for haplotyping, MCMC algorithms developed in

Chapter 5 still appear to be the only practical approach.

6.2 Future Work

6.2.1 Modeling Gene Regulation Networks of Higher Eukaryotes in Light of Systems
Biology and Comparative Genomics

It is widely believed that using diverse sources of related data and modeling them jointly is essential

to gain deep insight into complex biology phenomena. As discussed brigfR:8n joint models

comprising aspects of regulatory sequences, gene expression (e.g., microarray data), protein bind-

ing (CHIP data), and phylogenetic information, have begun to emerge and have shown promising
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potential. We intend to explore extensions of our motif models along these directions under the
LOGOS framework.

In particular, we are interested in studying the gene regulatory networks of higher eukaryotic or-
ganisms under a developmental context that involves temporal-spatial regulation of gene activities.
Note that during the formation of a multicellular system such as an early embryo from a single cell
such as a fertilized egg, each cell in the embryo has the same DNA content, but almost every single
cell has a different function. This is somewhat analogous to a massive heterogeneous parallel sys-
tem bootstrapped from the same program and subsequently differentiated by executing (temporally
and spatially) context-specific subroutines of the common program. Deciphering the control mech-
anisms underlying such a system is crucial for understanding many biological processes typical of
higher eukaryotes but nonexistent in bacteria or yeast, such as embryogenesis and differentiation,
which are closely related to important biomedical problems such as birth defects and cancer devel-
opment. Due to the high complexity of higher eukaryotic genomes and the technical difficulties of
directly profiling gene expression patterns in such species, (e.g., conventional approaches such as
cDNA microarrays used in uni-cellular organisms, which reflect the average effect of a homoge-
neous cell population, are not sufficiently informative), a mere extrapolation of extant techniques
developed on the bacteria/yeast platform is not sufficient. Departing frotoQB0OS model, we
plan to develop more accurate and expressive statistical models that facilitate investigations of the
gene regulation networks of higher eukaryotes in light of richer information from systems biology

and comparative genomics. Specifically, the following extensions are of particular interest:

Richer motif models. To improve the sensitivity and specificity of motif prediction in higher eu-
karyotic genomic sequences, it is necessary to upgrade both the local submodel and global submodel
of the currenLOGOS model to encode richer regulatory grammar and capture higher-order depen-
dencies among and within the regulatory signals. An immediate extension of the models presented
in this thesis is to replace the 1st-order Markov models over sequence positions with more elab-

orated Bayesian networks to model richer dependencies. Another promising future direction is to
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combine the generative framework we adopted in this thesis with discriminative models such as con-
ditional random field§Lafferty et al., 2001, so that long range interactions of sequence elements
and the influence of neighborhood statistical properties on motif locations can be comprehensively

integrated in a semi-supervised fashion.

Joint models for temporal-spatial profiles of gene expression. Image profiles ofin situ hy-
bridization (e.g., see Fi@.2) and immuno-staining are standard tools for cell and developmental bi-
ologists to study the whole-body temporal-spatial patterns of gene expression in higher eukaryotes,
and prove to be much more informative than microarray profiles of homogenized tissue samples.
Correlating this representation of gene expression wigfregulatory sequences is an intriguing
open problem, which demands much effort in both computational image analysis and the devel-
opment of appropriate probabilistic models that can interface the image models and the sequence

models.

Joint models for comparative genomics. It can be highly informative to investigate an organ-

ism in the light of its evolutionary relationship to other organisms. Therefore, comparative studies
of non-protein-coding genomic sequences in several related species can potentially help to improve
motif detection. Along this direction, plausible evolutionary models of motif sequences, and general
methods to address the problem of low-quality alignment of regulatory sequences (compared to that
of gene sequences) during comparative genomic analysis (which critically depends on alignment
quality) are still to come. We intend to develop a joint model that correctly models within-species
and cross-species variations of motif sequences resulting from genomic stochasticity and from spe-
ciation, respectively, in order to infer the compositions and locations of these recurring elements

from either aligned or unaligned genomic sequences of multiple species.

In summary, an integration of heterogeneous biological data via unified and consistent joint
mathematical models is essential for analyzing biological systems at a much more comprehensive

scale, and will greatly help the pursuit of a predictive understanding of how developmental gene
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regulatory networks are encoded and evolved.
6.2.2 Genetic Inference and Application Based on Polymorphic Markers

SNPs comprise the largest class of individual differences in genomes, and have become a focus
of research interest because of their value for investigating the genetic and evolutionary basis of
multi-factorial diseases and complex traits. Such investigations require an integration of polymor-
phic molecular markers, such as the SNP markers we studied, with genetic linkage maps, complex
phenotypic traits, pedigrees, etc., under a unified model. Continuing on our current work on phasing
SNP haplotypes of aid population, future directions include both theoretical explorations of the
evolutionary mechanisms and dynamics of the populational diversity reflected in the haplotypes and
their implications for trait diversification and inheritance; and practical upgrades of our current mod-
els into ones that can be used to infer SNP blocks concurrently with phase resolution, to infer haplo-
types under the constraints of partial pedigrees (briefly sketchggl®), to infer map-locations of
genetic traits associated with phenotypic patterns, etc. The graphical model framework used in this
thesis makes it straightforward to pursue these future directions by constructing advanced models
using the Dirichlet process mixture model developed in this thesis as a basic building block. For

example, the following extensions are immediately on the horizon:

Bayesian treatment of the scaling parameter in DP. The scaling parameter in the Dirichlet
process controls the prior tendency to instantiate new ancestral haplotypes in a population. Since DP
can be described by a metaphor of non-Darwinian evolution procassy indeed reveal certain
aspects of the dynamics of genetic drift and fixation during evolution and hence plays an interesting
role in modeling populational diversity. In Bayesian non-parametrics, it is standard to introduce
an easy-to-handle prior far [Westet al, 1994 Rasmussen, 2000which makes it adaptable to

populational diversity, and allows it to be estimateposteriori

Hierarchical DP for ethnic-group-specific populational diversity. The early split of an ances-

tral population following a populational bottle-neck (e.g., due to sudden migration or environmental
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changes) may lead to ethnic-group-specific populational diversity, which features both ancient hap-
lotypes (that have high variability) shared among different ethnic groups, and modern haplotypes
(that are more strictly conserved) uniquely present in different ethnic groups. This structure is anal-
ogous to a hierarchical clustering setting in which different groups comprising multiple clusters
may share clusters with common centroids (e.g., different new topics may share some common key
words). The hierarchical Dirichlet process mixture model developeteinet al.[2004 provides

a promising Bayesian approach to model such structure. We are pursuing an extension of our (flat)

DP haplotyper model using this approach.

Linkage analysis. The degree of correlation between haplotypes of genetic markers (SNPs) and
phenotypic traits (e.g., disease susceptibility, drug response, body features, etc.), formally known
as linkage disequilibrium, reflects the frequency of genetic recombinations (hence the physical dis-
tance) between the marker(s) and the potential causal gene(s) of the phenotypic traits on the chro-
mosome, a measure of great medical and clinical value. In principle, a joint model for linkage
analysis and haplotype inference can be obtained by replacing (or extending) the simple genotype
model discussed in this thesis with a more sophisticated phenotype model that comprises 1) a
combination submodetlescribing the dependencies between the marker and the target gene, e.g.,
via a stochastic process capturing distance-dependent decay of the recombination rpene2) a
tration submodeldescribing the correspondence between the target gene and the phenotypic traits,
and 3) a likelihood submodel, capturing the stochasticity in phenotypic measurements. In practice,
for multi-factorial traits, the problem is complicated by the necessity of modeling complex depen-
dencies between multiple causal genes and their net effects at the phenotype level, which is still an

open-ended problem that calls for advances in modeling and probabilistic inference methodology.

In summary, a long-term goal we intend to pursue along this direction is to build clinical-
grade phasing and mapping software that performs routine genetic diagnosis based on individual or

familial SNP records. Generalizing SNPs to general markers, the model to be developed can also
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be extended to general pedigree inference, which is applicable to forensic analysis based on genetic
material, a problem also of great interest and practical value. We believe that with the models and
inference algorithms developed in this thesis, technical foundations are in place for developing a

full-scale joint model for statistical genetic inference.
6.2.3 Automated Inference in General Graphical Models

Large-scale probability models, such as the ones we developed in this thesis, have outgrown the
ability of current (and probably future) exact inference algorithms to compute posteriors and learn
parameters. For this reason, development of efficient and broadly applicable approximation algo-
rithms is critical to further progress. The generalized mean field theory we developed potentially
opens paths to the implementation of efficient and general-purpose variational inference engines
that are easily scalable and adaptable to a wide range of complex probabilistic models using canoni-
cal computational procedures, which should require little or no work on model-specific derivations,
and should be capable of answering arbitrary probabilistic queries. To further improve the approxi-
mation quality, we also expect that better tractable families associated with higher-order approxima-
tions or novel model decomposition schemes will need to be explored. Analysis of the relationships
between the structure of the optimization space and the quality of the resulting bounds on approxi-

mation error also deserves further investigation.

To conclude, in order to pursue a predictive understanding of how developmental gene regula-
tory networks are encoded and evolved, and the genetic basis of multi-factorial diseases and complex
traits, thorough understanding of the biological entities under investigation and high-throughput
generation of experimental data must join forces with rigorous quantitative models based on solid
mathematical foundations and algorithms for efficient computation. In particular, we expect that the
exploration of formalisms for data fusion and for modularizing large-scale probabilistic models, and

the development of more powerful inference and learning algorithms scalable to complex models,

213



6.2 Future Work

will be essential to keep up with the rapid pace of biological research, and furthermore will con-
tribute to applications in other science and engineering domains involving predictive understanding

and reasoning under uncertainty.
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Appendix A

More detalils on inference and learning
for motif models

A.1 Multinomial Distributions and Dirichlet Priors

To model a categorical random varialite which can take/ possible discrete values (e.g., all 4
possible nucleotides, A, C, G and T, in a DNA sequence), a standard distributiommis tfireomial

distribution : p(Z = j|0) = 0,

0| = ijl 9; =1,60; > 0,Vj, wherej represents one of thé
possible values. The (column) vectbe= [61, ..., 0;]! is called the multinomial parameter vector
Forasetof\/ i.i.d. samplesofZ, z = (z1, ..., zy) (e.9. awhole column of nucleotides in a multi-
alignmentA), the sufficient statistics are the counts of each possible value: 2%21 0(2m,7)s
whered(a,b) = 1if a = b and 0 otherwise. Under a multinomial distribution, the likelihood of a

single sample,, is:

J
p(zl0) = T [0, (A1)
j=1
and the joint likelihood of théi.d. sample set is:
M J - J .
p(alo) = T] [T [0 =TT 62" (A-2)
m=1 j=1 j=1

!Note that for simplicity, in this thesis we reuse the symbgnd alsd anda in the sequel) to denote a single column
vector, whose elements are singly subscripted ¢g)y whereas in the main text and the next section, these symbols each
denote a two-dimensional array consisting of a sequence of column vectors, whose elements are consequently doubly
subscripted (e.g6;,;).
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A.1 Multinomial Distributions and Dirichlet Priors

To model uncertainty about the multinomial parameters, we canéraata multivariate con-

tinuous random variable, and uséaichlet density to define a prior distribution Diry) for 6:

p(0la) = i, (A.3)

||::]g

where the hyperparameteis= [a1, ..., a ]!, ; > 0,V; are called the Dirichlet parameters, and

C'(«) is the normalizing constant which can be computed analytically:

L(le)
Cla) = , A4
@) H}']:1F(O‘j) A

wherel'(-) is thegammafunction.

Now we can calculate the joint probabilityd, z|«):

p(0,zla) = p(z|0)p(6a)

a]+h-—1

I
\—/ T :jg

_ (
= Cm+moma+m (A.5)

Integrating Eq. A.5) overf, we obtain the marginal likelihood:

p(zla) = / p(6, 2|a)db

L(la) 14 D(ay + hy)
P(lal+ A 14~ T(ay)
C()

= Carh (A.6)

=1

From Eg. A.6) we can see that the quantiy — 1 can be thought of as an imaginary count of
the number of times that eve( = ;) has already occurred. Furthermore, we have the posterior
distributionp(0|z, ) = p(6, z|a) /p(z|a) = Dir(a + h), which is isomorphic to the prior distribu-
tion, and thus analytically integrable. This isomorphism between the prior and posterior is called

conjugacyand priors of such nature are calleghjugate priors

216



A.2 Estimating Hyper-Parameters in the HMDM Model

A.2 Estimating Hyper-Parameters in the HMDM Model

We can compute the maximum likelihood estimate of the hyper-paranm@ters{a, v, T} of the
HMDM model from a training dataset of known motifs using an EM algorithm. This approach is
often referred to as empirical Bayes parameter estimation.

Following Splanderet al.[1994, for a given set of multi-alignment matricA ™, ... A},
where eachA ®) represents a multiple alignment df;, biologically identified instances of motif
of length L, the likelihood of the count vectahrf’c> summarizing the column of aligned nucleotides

at sitel of motif k&, under the Dirichlet prioty;, is

p(hileq) =

D] + DT (Jox]) H L(hi) + i j) A7)
X .

("] + lel) h + D (aig)

Note that this formula is slightly different from EqA(6) becausézg’“) canresult froml%
distinct permutations of thé/; nucleotides. Since no particular ordering of the motif instances
in multi-alignment matrices is assumed for the training data, it is more appropriate to model the
probability of the count matriceis resulting fromA than that ofA itself [Sjolanderet al.,, 1994.

Thus, the complete log likelihood of the count matri¢és = {A{",...,h}’}, vk, and the
latent HMDM state sequence$’ = {s{",...,s]"’},Vk, can be obtained by replacing the*"’s
in Eq. 2.17) with A®’s, integrating over eack® (which results in a term like EqA(7) for each

count vector), and taking the logarithm of the resulting marginal:

le({a,v,T}) = logp(h™,...,h") s . s {a,v,T})

K Li—1 Ly
_ 1Og{H[ (sPv) - [Hpsf'fﬁl 20)] - [TTp st )H}

k=1 =1
K I K Lp—1
B 5 W IARITIES o 3l SRR U
k=1 i=1 k=1 I=1 ii'=1
K Ly I (k) 4 (k)
L(lh] + DI (Jail) U(hyj + i)
+ 6(s™ i <log L + ) log ’ )
22 2 M D (3] + o)) ; P (h{7 + D (o)

(A.8)
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The EM algorithm is essentially a coordinate ascent procedure that maximizes the expected
complete log likelihood= ) [lc({e, v, T})] (also written ag.(©)), for simplicity) over the dis-
tribution Q(s) and the parametel® = {a,v, Y} [Neal and Hinton, 1998 In the E step, we
seekQ(s) = argmaxq (Ic(©))q, Which turns out to b&)(s) = p(s|h,©) =[], p(s¥|h ™, ©).

Thus the E step is equivalent to computhg(a)>p(s|h7@), which reduces to replacing the sufficient
statistics dependent o) in Eq. (A.8) with their expectations with respect tgs*|h*), ©). In
the M step, we comput® = arg maxe (I(©)),. Specifically, we iterate between the following
two steps until convergence:

E step:

e Compute the posterior probabilitiggs!*'|»*)) of the hidden states, and the matrix of co-

occurrence probabilities(s;"’, s;*’; [h") for each motifk, using theforward-backwardal-

gorithm in a hidden Markov model with initial and transition probabilities definedyr }

and emission probabilities defined pgh,”' S = i) = p(h;"'|a;) (i.e., Eq. A.7)).
M step:

e Baum-Welch update for the HMM parametédrs, YT} based on expected sufficient statistics

computed from all the(s;”'|»™) andp(s;", s;"; |h®)):

S(k) — ilp®
- Zk,zp(zz B i[h™) (A.9)
Lk

S(k’) — i,S(k> — i|p®
_ Zk,lp( l 1+1 JIR®) (A.10)

Ti; _ .
Skt 2o P(S =i, S = jlh®)

e Gradient ascent (one step per M-step) for the Dirichlet parameters: (To force the Dirichlet
parameters to be positive, we reparameterize the Dirichlet parameters as "7, Vi, j,

as described by Sjanderet al.[1994.)

0(lc(©))

+1 (A.11)
8wi,j

Wij = Wi;
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where

9(le(0)) _ 0{l(©)) daijj _

8w,-,j 8051',]' awm-
K L

S ap(i = ilh®) (Rllail) — BB+ laal) + WY + i) — Vleis) ).
k=11=1

(recall that¥(z) = m%;(x) = Egg is the digamma function) angl is the learning rate,

usually set to be a small constant.

A.3 Computing the Expected Sufficient Statistics in the Global HMM

We show how to compute the expected sufficient statigtinsa global HMM, in which the emission
parameters are defined by the background distribution and the motif multinomial parameters (or
their estimates).

Note that the overall counting matrix equals the summation of the counting matrices of all
identified motif instances (each single instance forms a matrix with four rows, one per nucleotide;
each column of such a matrix has only one nonzero element, whose row index corresponds to the

observed nucleotide at the position of the column and the value of this element is equal to 1):
h= Z h(ytt+r-1)1(Xetrr-1 = (1,..., L)),
t

wherel(-) is an indicator function matching a sequence of states to a given motif state sequence.

Taking the expectation on both sides with respect to the joint distribgticn), we have:

h = Ef]s(x) [h]
T—L+1

= > ¢(®) Y hyersr-)(xepr1=(1,...,L)).

t=1
We have to sum over all possible configuration&XofUnder the GMF approximation,(x) is

a reparameterized HMM(x|y, #(6), 65,) (Eq.4.29, which leads to the following simplification:

Lt
h= Z h(ytt+r-1)p(Xetrr—1 = (1,..., L)]y)
t=1
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where p(Xyipr—1=(1,...,L)|y) =

T p(Xes = 1+ 1 X1 = DXy = D)B(Xerp-1 = L) [TF 2yt Xy = 1+ 1)
p(y) ’

wherea(z;) £ p(y1, ...,y x¢) andB(xs) 2 p(yest, - - -, yr|oe) are the two standard intermediate
probabilistic terms computed in the forward-backward algorithm for HMMs. With a little algebra
and using the assumption that for the global HMM state transitions within a motif are deterministic,

it is easy to show that

p(Xt:t+L—1 = (177L)’y) = :p(Xt = 1‘}’)7

which means that the posterior probability of a subsequence of states being a motif state sequence is
just the posterior probability of the first indicator in the sequence being the motif-start state, which
is surprisingly simple. Now,

T—L+1

h= Y h(yerr)p(Xe = 1ly), (A.12)
t=1

wherep(X; = 1]y) can be computed using the forward-backward algorithm. The time complexity
of this inference is linear in the length of the sequence, and quadratic in the number of motif states.
Since all within-motif state transitions are deterministic, careful bookkeeping during implementa-
tion can reduce the complexity to quadratic in the number of motif types, thax(&2T). For
multiple input sequences, the overall expected counting matisjust the sum of the expected

counting matrices computed from each sequence usingAEDR)(

A.4 Bayesian Estimation of Multinomial Parameters in the HMDM
Model

We now show how to compute the Bayesian estimat®(6j, the natural parameter of the multino-
mial distribution, in an HMDM model given the expected sufficient statigtics

First, we compute the posterior probability of a hidden state sequegisen h. Pluggingh
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into Eg. .17 and integrating oveff, we have the marginal probability:

L-1

L
p(hsla,v,T) = p(s1) [] p(sirals) [ ] p(halsp),
=1 =1

which is a standard (local) HMM with emission probability:

4 _
pluls =) = —LUal) Hr(hl,ﬁai’j).

L(|al + o) 5

o Dlaig)

(A.13)

(A.14)

With this fully specified HMM, we can compute the posterior probabilities of the hidden states

p(s;|h) and the matrix of co-occurrence probabilitiess;, s;1|h) using the standard forward-

backward algorithm for HMMs.

Then, the Bayesian estimate @ff) = In(6) (in whichIn(-) is a componentwise operation) is

computed as follows:

G = /Zln91]p 0|51, o, h)p(si|a, h)db,

0 s,

= ZP(Sllﬁ)/e1D9z,jp(91\04177ll)d91
s l

I
= ZP(SZ = il h) (U (i + hig) — (|| + [hul))-
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Appendix B

Proofs

B.1 Theorem2: GMF approximation

For clarity, we restate the GMF theorem here, with the evidence symbol and hidden variable sub-
scripts omitted. Our subsequent proof starts from this simplified statement.

Theorem (GMF): For a general undirected probability mode(x) and a clustering’ : {Xci}f:p

if all the potential functions that cross cluster borders are cluster-factorizable, then the generalized
mean field approximation tp(x) with respect to clustering is a product of cluster marginals

q“M(x) = [lg,ec 7" (xc,) satisfying the following generalized mean field equations:

2

To prove the GMF theorem we need to use the calculus of variafagan, 199Pto solve
the optimization defined by Eg421). For convenience, we distinguish two subsets of nodes in a
clusteri, the interior nodes and the border nodes, i.e., lefng denote the nodes in clustét, we
haveX., = {Y¢,,Zc,} whereY,, N X, = 0 (i.e., the interior nodes) ard., C X;, (i.e., the
border nodes).

Proof. From Eq. @.21), to find the optimizer of:

/dycidzci exp{ - Z E;(YCiaZci)}(l - A)a

C;eC
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B.1 Theorem 2: GMF approximation

whereA = E — 3 . E] + A(0), subject to the constraints that eaghdefines a valid marginal
distribution¢;(yc,,zc,) over all hidden variables in clustéy we solve the Euler equations for a
variational extremum, defined over Lagrangigit&;, x,) = [ dx.; [ exp{— Y E1-A) -

Zj Aj exp{—E}}] (wherex(.,; refers to all hidden variables excluding those from clugter

af d ,0f .
— —) = . B.2
o dx o) ~0 W (B.2)
Sincef does not depend of’; (= diEcl{, ), we have:
/dx[,\i] [[exp{-E}E-D> E))-x=0
J# J
=
E] = /dx[,\i] [[exp{-E}E-D> E) - N\
J# J#
= C-— Z O0ta(YDo) — Z 05<¢ﬂ(zcimDﬁa {chmDﬁ VS Iﬂi})>q )
Do CC; DBEBi Ig;

whereg; = eXp{—E;(ij,ch)} is the local marginal of clustef;, 1; denotes index set of the set
of clusters other tha@; that intersect with cliquég (i.e., all the clusters neighboring clustehat
intersect with clique?); andqlm = Hjelm g; is the marginal over cluster s&f;.

When the potential functions at the cluster boundaries factorize (say, multiplicatively) with

respect to the clustering, we have:

E = O~ Z Outa(Ypa) — Z HaFa((ﬁﬁi(ZcmDB)a{<¢aj(zcij5)>q, t j € Igi}).
DaCC; DseB; !
= O~ Y 0ubalyvs) = Y 0s0s,(2c,0n,) [] (05, (Zcyon,)), -
D,CC; DgEBi jEIﬁi !
So,

4i(ye, 2c,) = exp{—Ej}
= P(¥e, 2o, [{{ds;(Ze;np, ) Yierginges,)
= p(xc,|Fi), Vi (B.3)

The presence of evideneg., , merely changes EQB(3) to ¢(xc,) x p(Xc,, Xc, 5| Fi). After

normalization, this leads @(xc,) = p(x¢, |Xc,, g, Fi). [ ]
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B.2 Theorem 5: GMF bound on KL divergence

B.2 Theorem5: GMF bound on KL divergence

Proof.

According to the GMF theorem, the GMF approximatiompts) is
9x) = [Jaxc)
1
= o { DY badalxo,) + 30 D Osf(x0,00,) }
q

i DaCC; i DCB;

= Zlqexp{zeaﬁba(XDo) - Z 9ﬁ¢ﬂ(xpﬁ)+ Z kﬂeﬂﬁblﬁ(XDﬁmCi)}

DgCUB; DgCUB;

1 /
= e {2 tadalxs,) + 3 Os(kadhloenyne) - 63(x0,))}-
“ =t (B.4)

whereks = || is the number of clusters intersecting with cliqagnote that for simplicity, we
omit the argumengy,, in the peripheral marginal potentials). Thus, the KL divergence fydoyp

is:

KLialp) = [ atolog 2) g

p(x)
/ Z
_ Dg& 05 (ka(9(Xn,0e)), — (#5(Xp,)), ) — log 7
= > O3(ks — 1)(65(Xn,)), —log Z, +log Z,. (B.5)
DzCUB;

Now, lettingds max = maxx dp(Xp, ), ANAPg i = Mink p(Xp, ), We havehs i < (95(Xp,)) <

(Zs/g’max. Def'nea¢ - minDﬁguBi (kg - 1)¢[3,minl andb¢ - maXDﬁguBi(kﬁ - 1)¢5,max' Then (S'nce

all the ds are positive by definition),

ag Y 05< > (ks - 1)<¢@(X%)>q <by »_ g

DgCuUB; DggUBi DgCuUB;
(B.6)
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B.2 Theorem 5: GMF bound on KL divergence

To bound the log partition function, we find that

Zg = Zexp { Zeaqﬁa(x%)} X exp{ Z 9[3 (kﬁ¢,ﬁ(XD6nCi) - ¢ﬁ(XDB))}

DﬁQUBi
< Y exp{ D batalxo,)} xexp{bz > 05}
x « DgCUB;
= Zpexp{bz Z 95}, (B.7)
DBQUBZ'
where
bZ - mgx(kﬁ¢ﬁ,max - ¢[3,min)
= mﬁa’x ((k,@ - 1)¢ﬁ,max + (¢B,max - ¢B,min))' (88)
Similarly,
Zg > Zpexp {az Z Hﬁ}, (B.9)
D3CUB;
where
ay - In;n ((kﬁ - 1)¢ﬁ,min + (¢ﬁ,min - ¢ﬁ,max))' (Blo)
Thus,
log Zp + az »_, 05 <log Z; <log Z, + bz »  O5. (B.11)
DgCUB; DgCUB;
Putting these together, we have
aW < KL(qg|[p) < bW, (B.12)

wherea = max(0, ay — bz) andb = by — az.
In the special case whevg; = £, for all 3 (e.g., all potentials are pairwise}, — by =

(k - 1) minﬁ,ﬁl (cbﬂ,min - ¢,8/,max) + minﬂ(¢ﬁ,min - ¢ﬁ,max) 2 kmin@yg’ (Qs/j,min - ¢B/,max)l andb -
by —az < kmax, o (dpme — P min) = kAg. Since KL divergence is always nonnegative, we

have
0 <KL(gllp) < kAW. (B.13)
||
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