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Abstract.  CareMedia captures and analyzes a continuous audio and video 
record of behavior and activity in a skilled nursing facility. Through computer 
vision and machine learning we automatically identify individuals, classify 
activities, recognize behaviors, and extract relevant events.  Two extensive field 
trials have been undertaken which produced meaningful but sometimes limited 
clinical results.  Based on an analysis of this experience, combined with the 
development of new approaches and algorithms, we describe a radically 
improved audiovisual recording and computing infrastructure to be 
implemented, enabling longitudinal studies with comprehensive video and audio 
coverage provided with a mix of resolution, frame-rate, compression and 
storage requirements.  Changes in the amount or rate of social interaction, 
eating, walking, gait, arm swing, and other attributes of motion from each 
patient’s baseline behavior will also be made easy to flag for professional 
review and diagnosis through the recording and analysis infrastructure, as such 
changes are key indicators to the benefits and possibly detrimental side effects 
of pharmacological interventions. 

 

1  Introduction 

The CareMedia [1] [2] project at Carnegie Mellon University seeks to create a 
meaningful, manageable video information resource that enables more complete and 
accurate assessment, diagnosis, treatment, and evaluation of behavioral problems for 
the elderly. As part of this research, a continuous audio and video record is captured 
to monitor activity in a skilled nursing facility. Through work in information 
extraction and behavior analysis, this record will ultimately be transformed into an 
information asset whose efficient, secure presentation can empower geriatric care 
specialists with greater insights into problems, effectiveness of treatments, and 
determination of environmental and social influences on patient behavior. This work 
focuses on senile dementia patients in a specialized care facility, where close 
monitoring is an objective toward providing better care. 
 



Data for diagnosis and clinical studies are now typically gathered by hand during a 
few brief periods per week. More detailed, exhaustive behavioral assessment scales 
have been developed, but have the drawback of requiring many observations and 
hence being too time-consuming for regular use by the clinical staff. The information 
technology developed in this work provides geriatric care specialists with a better 
window into the lives of senile dementia patients. Their behavior can then be more 
accurately measured and interpreted, enabling detection of gradual changes in 
baseline behavior and leading to treatment that optimally reduces agitation while 
allowing awareness and responsiveness.  

2  Technical Challenges 

The goal of CareMedia is to automatically transform the captured video and audio 
into a meaningful information resource. This implies accomplishing the following: 
 

1. Tracking people in the captured video stream. To accumulate information 
about any person, we need to be able to continuously track moving people. 
Tracking is perhaps the most mature technology, with research going back 
for several decades. While in simple cases it is trivial to separate a moving 
person from the background, in practice this effort is complicated by 
occlusions, multiple, difficult to separate individuals criss-crossing the room, 
background and lighting changes, and inanimate objects deposited in new 
locations. 

2. Identifying and labeling individuals. We also need to separate out the track of 
a single person over multiple days. This involves associating a particular 
‘track’ with an individual of interest. The many hours of observations 
prohibit a strictly manual procedure here.  

3. Analyzing activities of specific individuals. Given that we can follow an 
individual over time, we want to characterize and quantify what the 
individual is doing. This analysis is open-ended; we would like to identify as 
many different activities as possible, keeping in mind that they need to be 
robustly detected in different real-world situations.  This includes the range 
of gross motion (e.g., walking), small motor (e.g., eating) and fine motion 
(e.g., tremors, twitching) behavior. 

4. Detecting subtle and gradual changes in human performance and recognizing 
low frequency events and patterns.  The infrastructure must provide for the 
capture and analysis of data over multiple weeks for all individuals.  
Clinically this is essential for detecting progressive degeneration and 
assessing whether pharmacological, environmental and behavioral 
interventions are having their intended effects.  Logistically, this implies data 
generation of terabytes per day and petabytes per year. 



3  Prior and Existing Recording Infrastructure 

Under National Science Foundation support, we have successfully deployed two 
recording infrastructures and collected over 200 hours of video in a skilled nursing 
home environment from the first.  This installation was in an Alzheimer’s unit  that 
cares for about 20 patients and consists of a hallway connecting patient rooms, a 
dining/activity room, and a television room. Each public hallway and room had two 
color NTSC cameras with wide angle lenses connected to a computer performing 
MPEG-2 video and audio compression and data storage 
 
In addition, we are in the midst of a second field experiment with improved 
infrastructure over the first in terms of coverage and resolution.  This latest 
installation is a 55-bed dementia unit in which all non-private spaces of the dementia 
units (hallways, nursing station, and recreation/dining rooms) are equipped with 
640x480 pixels, 30 frames per second, NTSC, progressive scan digital video cameras.  
Each 100-foot long hallway has eight cameras, the entrance hallway has four cameras, 
the dining/recreation room has six, and the central core/nursing station has six. The 
output from each camera is compressed in real-time to high quality but still lossy 
MPEG-2 format and transmitted via Ethernet to a server, with the exception of one 
section of a common recreation/meeting room that is not instrumented in order to 
minimize infringement on resident/family privacy (as recommended by the state 
department of health).  Each server receives data from eight cameras and is equipped 
with two terabytes of hard disk storage enabling continuous recording for 
approximately four days.  During data collection the hard drives are replaced every 
four days.  Each camera contains two microphones affording limited audio capture 
(due largely to distance constraints) as well as video capture.  In the high-use activity 
rooms, a phased-array microphone system consisting of eight microphones is used to 
reconstruct and isolate sound sources.  Our first large scale data collection will begin 
in the autumn of 2004. The recordings will take place 24 hours per day, generating a 
total of 75 terabytes of data over four weeks.  Note that administrators from the 
nursing home report that incidents of critical nighttime agitation would be missed if 
we were to limit the recordings to just the daylight hours, necessitating such complete 
coverage. 
 
This system design was developed considering the clinical need for long-term, 
longitudinal study and image processing need for quality and resolution, while 
constrained by budget.  Clinically it was necessary to ensure a high probability that 
study participants would be in the field of view of at least one camera at all times in 
all instrumented spaces.  Further, image quality must be sufficient for a clinician to 
make meaningful observations.  Computationally, it was necessary to field sufficient 
cameras to ensure a reasonable probability that the residents can be automatically 
tracked and identified.  Fine-grained behaviors/movements such as tremors, eye gaze, 
and facial expressions cannot be detected automatically with the cameras deployed 
here. However, automatic patient identification and tracking are requirements of the 
current CareMedia effort. 
 



For automatic patient tracking, experiments in a fixed campus test setting showed that 
with proper camera placement, reliable tracking of multiple individuals is possible if 
all points in the space are in simultaneous view of at least three cameras (barring 
highly unusual occlusions such as one person surrounded by people and objects such 
that no camera could view that person).  Resolution for this tracking task is not as 
critical as for patient identification.   
 
For automatic patient identification, from a processing perspective it would be ideal if 
we could affix a unique tag to each participant in the study.  Multiple color and varied 
shape tags or electronically identifying bracelets would enable highly reliable 
identification.  Unfortunately nursing home staff is adamant that this is not feasible in 
the day-to-day clinical setting. Frequent changing of clothes during the day and even 
changing mobility appliances (wheelchairs, walkers and canes) would increase the 
staff burden too greatly should we require a unique tag to be associated with and 
visible on each patient.  Electronically sensed identifying bracelets, armbands, 
necklaces and any form of badge are also objectionable as patients in these facilities 
are not required to wear any identifying items.  Given the constraint that we may not 
add any visually discriminating features to study participants, we chose to utilize 
automatic face identification.  Reliable machine face identification minimally requires 
a full frontal, 64-pixel square image [3] [4].  We placed two cameras at both the 
entrance and exit of each patient hallway.  Each hallway is approximately 10 feet 
wide.  The average face is approximately 6 inches wide.  Allowing for field of view 
overlap between cameras, and that faces will seldom be found next to the walls, this 
configuration constitutes the absolute minimum with a chance of face recognition 
(640 pixels/camera x 2 cameras divided by 10 feet times .5 feet/face = 64 pixels/face 
horizontally).  Unfortunately, patients are seldom positioned ideally.  More typically 
their head position as seen by ceiling mounted cameras is off axis to their view, 
thereby greatly degrading reliable machine face recognition.    

4  Analyzing the Data with Computer Vision and Machine 
Learning 

In order to recognize and classify objects, actions, activities and events, we apply 
machine learning techniques for extracting low level features and inferring high level 
content.  Classifiers such as face detectors and recognizers can be trained using 
manually labeled data as input to machine learning algorithms such as SVM, GMM, 
AdaBoosting, and ECOC, as well as hierarchical and ensemble models of clusters of 
classifiers built on lower level features.  In TREC video retrieval evaluations [5] [6], 
we successfully leveraged the multimodal integration of audio and video features to 
obtain more accurate classification analysis for broadcast video materials.  The 
infrastructure will support similar experimentation with field data in the nursing home 
environment.  Some features like “anger” will have a visual component that is 
difficult to automatically distinguish but which may often be marked with vocal 
yelling.  Other features like walking will have visible motion but may be silent.  Still 
other features like identifying talking patients have both aural and visual cues.   



 
We have demonstrated modest success to date through a combination of new and 
established techniques in the areas of (1) activity analysis, using articulated motion 
modeling and motion segmentation combined with tracking [7] [8]; (2) analyzing 
social interaction patterns [9]; (3) dining activity analysis, using hidden Markov 
models [10]; (4) detecting unusual events automatically [11]; and (5) providing 
privacy protection through automated person elimination [12], for those not 
consenting to be participants.  

5  Improved Infrastructure for Future Research 

To overcome the limitations discovered through these initial deployments, we propose 
to instrument a participating nursing home with specialized high resolution cameras 
of sufficient type and numbers to achieve reliable patient tracking and identification 
as well as to permit experimentation in fine-grained behavior analysis.   
 
Beyond more and better cameras, the improved infrastructure will implement lossless 
compression of video data.  Lossless compression is needed because we cannot 
anticipate exactly which features may be useful to future image understanding 
techniques.  Any lossy compression scheme will necessarily alter and potentially 
obscure some image features.  Lossless compression will increase storage 
requirements by almost two orders of magnitude over what is currently available in 
the CareMedia infrastructure.  We will also move from uniform consumer grade 
cameras to four different specialized camera configurations located to achieve four 
objectives, as shown in Figure 1: 

1. Reliable automatic patient identification 

2. Reliable patient tracking 

3. High quality, broad area video capture, and 

4. High quality, task-specific behavior capture. 
 

Reliable patient identification.  As discussed in the previous section, both camera 
resolution and the orientation of the face towards the camera will improve automatic 
face identification.  To increase the number of pixels captured per face as well as to 
increase the probability of a full frontal view, we propose to deploy ultra high 
resolution (1600 by 1200 pixel resolution) color IEEE 1394 video cameras (e.g. Point 
Grey Research’s Scorpion, capturing at 14 frames per second) facing hallway and 
doorway entrances.  Each unit represented in Figure 1 will be deployed as a two 
camera stack, one camera at approximately eye level for a standing patient and one at 
eye level for a patient confined to a wheelchair.  Eight cameras will be focused on the 
same plane yielding at least 128 pixels per face and a more optimized camera/face 
orientation. 
 



 
Fig 1.  Proposed deployment of improved infrastructure 

 
In future years of the project, we will expand the infrastructure to include other 
promising technologies for recording clinical behavior, including people identification 
in the thermal infrared spectrum. In comparison to the images in the visible band, 
which are formed primarily due to reflection, the choice of infrared makes the system 
less dependent on external light sources and more robust with respect to incident 
angle and light variation. Investigation has been done on face recognition [13] [14] 
[15] [16]. Up to 89% recognition rates were reported by using a commercial long-
wave infrared camera.  Furthermore, some sicknesses are shown to be easier to 
characterize in the thermal infrared spectrum domain than the visible spectrum 
domain. A longer term objective would be to identify not only the individual person 
but also his or her current health state. 
 
Reliable patient tracking.  Patient tracking will be achieved by a combination of two 
camera types, a 1024 by 768 (760P HDTV) 30 frames per second (fps) progressive 
scan camera (e.g., Point Grey Research’s Flea) and a stereo camera consisting of two 
1024 by 768 color 15 fps progressive CCD imagers, pre-calibrated for lens distortions 
and aligned within 0.05 pixel RMS error (e.g., Point Grey Research’s Bumblebee).  A 
single stereo camera provides tracking accuracy between 0.1 inch to 2 inches in the 
range of coverage in the hallway, as shown in Figure 1. 
 
High quality broad area video capture. Broad area video capture at a quality 
suitable for both clinical observations and automatic analysis of large grain behavior 
analysis (e.g., walking and social interaction) will be achieved through distributed 
1024 by 768, 30 fps, progressive scan cameras. 
 
High quality, task-specific behavior capture.  Task-specific behavior capture might 
focus on eating, social, and recreation activities occurring around tables in the 
dining/recreation room.  To achieve the necessary 360 degree coverage and 
resolution, both temporal and spatial, for machine behavioral analysis for such 
targeted activity, the proposed infrastructure will employ a six-camera cluster, each 



with a resolution of 1024 by 768 15 fps progressive scan (e.g., Point Grey Research’s 
Ladybug, which implements a data transfer between the camera unit and PC over a 
proprietary 1.2 Gbps optical link). 
 
Our proposed infrastructure will employ lossless compression to preserve image 
quality necessary for clinical use and machine understanding. Typical lossless video 
codecs achieve compression rates of between 2 and 5 depending on background 
complexity and object movement. For the purposes of data rate calculation we assume 
a mean compression of a factor of 3.  
 
Data storage requirements will be extraordinary.  Each camera has a data rate of 
approximately 283 Mbps with the exception of the cluster camera, which has a data 
range of 1.2 Gbps.  In the representative configuration shown in Figure 2, there are 14 
broad area cameras covering each hallway, 3 broad area cameras covering the 
entrance, 24 extremely high resolution cameras for face identification covering the 
hallways and entrance, 8 broad area cameras in the dining/recreation room, 6 broad 
area cameras in the core, and 6 six element cluster cameras in the dining/recreation 
room.   
 
The hallway and entrance cameras will be processed in real-time to detect motion, 
only recording video when there is motion within the field-of-view.  Our prior 
experience indicates that during approximately 20% of a 16-hour day (non-sleep 
hours) these 17 cameras will record video.  In an ideal world, the 24 facial 
identification cameras would collect a single still image for each person passing 
through the threshold.  Unfortunately, the orientation of peoples’ faces will vary as 
they walk.  To afford us the best chance of capturing a suitable image, we will capture 
video at a distance of 10 feet either side of an ideal image plane. The time people will 
be recorded will vary greatly from fast walking staff to extremely slow moving 
patients.  Analysis of our prior data suggests these cameras will record approximately 
5% of a 16-hour day. 
 
Activity is almost continuous in the core/nursing station and the dining/recreation 
room for 16 hours per day.  We have observed times when there are a small number 
of patients in the room and are all sleeping in their chairs.  This is clinically important 
data that would be lost if we did not continuously record in this area.  However, 
during the evening these cameras record video only when motion is detected. The data 
requirement for the cluster camera is so large that we will use them only during meal 
times, 3 hours per day.  Assuming a factor of three lossless compression and the 
recording assumptions above, the 61 camera systems we propose will generate 
approximately 22 terabytes of data per day.  
 
We will instrument each hallway and the core/nursing station with a PC based audio 
server that will digitize and store the data from independent microphones in each 
zone.  Eight microphones will cover each zone. The dining/recreation room will be 
served by two PC audio servers, each digitizing and storing the data from eight 
coupled microphones configured as two orthogonal phased arrays.  Data will be 
collected only when audio is detected.  To improve source location reconstruction, 



audio data will be captured at 96,000 24-bit samples per second from each 
microphone. Our prior data indicates that each microphone will generate 
approximately 16.6 GB of uncompressed data per day or .664 TB per day for all forty 
microphones.  Since this is small by comparison to the video and more importantly, 
phase information is necessary for source analysis, no compression will be used. 

6  Facilitating Research and Clinical Analysis with Advanced 
Infrastructure 

The proposed improved infrastructure is designed for reusable deployment into 
natural environments with performance assessments on meaningful tasks. In order to 
make the difficult clinical research problems tractable, we designed the infrastructure 
to support the automatic assessment of the following activities which are 
acknowledged as quality of life indicators for the nursing home patient [17] [18]:  
residents’ mobility (how much they walked, and also pace, gait, arm swing, other 
attributes of motion); eating behavior; social interactions; indicators of physical 
impairments; and expressions of positive and negative affect.  Detecting small 
perturbations and charting gradual behavior differences over time are of particular 
interest in effectiveness studies focusing on interventions in the nursing home. 

6.1  Person Tracking 

The goal of person tracking is to accurately follow a moving human shape while it is 
visible, despite changes in lighting, shadows, occasional occlusions or transitions 
through the fields of view of different cameras [19] as illustrated in Figure 2.  One of 
the primary limitations in the current CareMedia infrastructure was the use of too few 
cameras, such that each patient was often in the field of view of only a single camera.  
We were able to automatically track individual mobility using background subtraction 
and mean-shift tracking algorithms within the single camera, and could tell when and 
where a motion (usually human activity) took place as long as the lighting condition 
did not change dramatically [12].  Since the cameras were uncalibrated and each 
individual camera covered an isolated area, the performance of the people tracking 
system was not satisfactory, and the system failed in the case of occlusions, which 
were prevalent when multiple people were present, e.g., in the dining hall.   
 

 
Fig. 2.  An example of tracking and shadow removal, (a) original video, (b) background 

subtraction and noise removal, (c) shadow removal, (d) final tracking result 



 
While this is typical for tracking a few people in an uncluttered environment, multiple 
high-resolution cameras [20] [21], preferably with overlapping fields of view, are 
necessary to achieve accurate tracking in real-world environments, where the 
algorithms cannot be tuned to the current background or the number of people in the 
scene, the changing lighting conditions, or the color distinctiveness of the clothes that 
people happen to wear. Using the improved infrastructure, we will employ multiple 
calibrated cameras to cover a larger, heavily used area with overlapping perspectives 
[22]. These high-resolution cameras will form a camera network that covers the area 
from a few different view angles.  With this infrastructure, tracking failures caused by 
occlusions can be mostly recovered from our newly developed algorithm based on 
sequential Monte Carlo methodology [23].  

6.2  Person Identification 

Beyond tracking a human, it is critical for most applications that the person being 
tracked is identified, such that the same person can be recognized over time and 
across different situations. Given the current CareMedia camera resolutions and 
coverage, we are only able to achieve less than 30% accuracy of identifying an 
individual, given a sample image of that person. When a human supplied 20 
additional images of the individual in varied poses, accuracy approached 80%, under 
the assumption that the person did not change clothing [24]. However, color 
appearance by itself is not sufficient to identify people since a person may have 
different color clothes, while two individuals may wear the same color at the same 
time.  However, via person tracking, color information can be used to maintain an 
identification once it is obtained by face and gait identification. The current image 
resolution is insufficient for face recognition, and even face detection – a much 
simpler task – is very errorful due to the distance of the camera from the person and 
the ceiling-mount viewing angle. Better face detection and alignment is expected from 
high-resolution video in the new infrastructure, which is a crucial factor of face 
recognition [25]. Data from camera networks can be used to more accurately identify 
people through multiple pose face models and from video sequences [28].  Spatial 
constraints among cameras physical locations can be integrated into both the face 
modeling process and the identification process.   
 
People can also be identified visually through their gait [27].  Spatial constraints 
among cameras’ physical locations can be integrated into both the face modeling 
process and the identification process [28].  The infrastructure will support research 
into utilizing multimodal cues (speaker identification, speech localization, gait, 
posture, motion characteristics, facial appearance, and other temporal behavior cues) 
to make the identification more robust. Ultimately we would target 95% person 
recognition accuracy in this type of environment, which has been shown to be within 
reach for high quality data from multiple views [23].   



6.3  Gross Motor Behavior 

Clinical observational research builds from being able to measure and detect changes 
in behavior.  In our initial deployment, we could not reliably measure walking 
distance and speed of a patient because we could not generate three-dimensional 
information based on multiple camera views. We can capture individuals’ activities in 
a larger area using the proposed camera network infrastructure. Important parameters 
of mobility, such as walking distance and speed, are extracted in real 3D space rather 
than 2D estimations [23].  
 
Still, in order to compute residents’ mobility, several challenging problems will have 
to be addressed, including how to compute reliable motion statistics from non-rigid 
motion [29], and how to identify body regions to localize the region of activity (e.g., 
hands or legs).  Subspace flow techniques[30] could be explored to compute motion 
vectors from noisy video sequences. Subspace methods for flow computation have 
been recently introduced and proven to have better accuracy when computing flow 
estimates. In order to account for outliers, robust subspace techniques [31] could be 
used to provide more accurate motion estimates. The infrastructure will enable 
research for deriving statistics on residents’ mobility, including time and instances 
walked, pace/rate of motion, and gait. Given multiple silhouette views, a challenging 
problem will be detecting human violence such as fighting and kicking [32] [33]. 

6.4  Small Motion Behavior 

In our current environment, we use a head-hand model to analyze the eating behavior 
of an individual patient who sits at some acceptable location within the single 
surveillance camera’s view [7].  Average motion directions and magnitudes in the 
model specified regions are estimated using optical flow, as shown in Figure 3.   
 

 
Fig. 3. Estimated region motion vectors for each moving body region. The red arrows are 

computed motion vectors; the blue masks indicate the segmented moving regions. 
 
The system works at limited data sets, but restricts the individual to sit at only certain 
locations; that is, the infrastructure placed undue restrictions on when eating behavior 
could be automatically assessed.  Hence, eating behavior could only be analyzed for 
those individuals seated in front of the camera, while all other individuals remained 
unstudied [12].  



 
With higher-resolution camera networks and panoramic cameras on dinner tables, we 
will be able to capture more detailed information on patients’ eating, such as eating 
patterns and how much food is left on a plate anywhere in the dining room.  This 
makes it possible to quantitatively study patients’ eating habit and changes, tracked 
temporally to other data recorded in the environment.  Research into quantifying the 
amount of food that the patient is moving toward his/her mouth through the rate and 
duration of the eating motions [8] and characterizing hand and upper body motions 
[34] can be conducted.  Such research could explore the application of motion vectors 
and stochastic hand tracking techniques based on color and particle filtering 
algorithms [35] [36] to particular eating behaviors.  Several initialization methods 
could be tested based on learning statistics of the skin color and hand shape from 
multiple views. The principles of this infrastructure could then extend to the analysis 
of small motions to help improve physical therapy and assessments of functional 
occupational movement. 

6.5  Fine Motion Behavior 

Much interesting human behavior manifests in minute movement, e.g., twitches, 
tremors, eye-blinking, wrinkled foreheads and frowns. These motions are crucial cues 
to detect early stage physical impairments. CareMedia could not address fine-grained 
attributes like tremors because of a lack of visual resolution, limiting its scope instead 
to detecting audio indicators of affect and focusing on identifying disruptive 
vocalizations as an indicator of negative affect.  Visual indicators are not feasible in 
CareMedia because the resolution of the cameras is too low for even human 
inspection to identify facial attributes of affect like smiles and wrinkles in the 
forehead and around the eyes.   
 
The face has been repeatedly validated as one indicator of emotion, even across 
cultures and race [37].  Unique patterns of facial musculature have been demonstrated 
for specific emotions such as joy, disgust, and anger [38].  Other cues to emotional 
states include voice quality [39], and body position and movement [40].  Our 
infrastructure will be capable of delivering the resolution necessary for research into 
detection and classification of facial and body cues. 
 
High-resolution imaging allows researchers to model different subtle non-rigid 
motion patterns of the body parts in contrast with the primary motion of the body.  
For example, physical impairments can then be detected by high frequency of the 
local motions [41] or asymmetric spatial motions. With high-resolution imaging and 
audio techniques, we will be able to begin to exploit the characteristics of the 
positive/negative affects of human activities in their subtle behavior pattern and detail 
facial information.  Thus, the report to the caregiver in the nursing home might note 
that a patient had increased his eyeblink rate to 50 blinks per minute, and had 
developed small tremors in his left hand at 8 hertz.  



6.6  Social Interactions 

Interaction with others is generally considered a positive and necessary part of our 
daily life. Naturally, the level of social interaction a person has can depend on a wide 
range of factors, such as his/her health, his/her personal preference, and aptitude for 
social interaction. We can identify social interactions by analyzing individuals’ 
activities. This requires robustly tracking people and accurately detecting individual 
events. The current CareMedia system has little ability to detect and analyze complex 
social interactions. We are able to detect only simple events of general human 
activities using video and audio cues, because there is no three-dimensional 
information reconstruction possible from multiple camera views. Essentially, we are 
only able to detect the proximity of two tracked persons [12]. For current quality 
observational video data, we use a background subtraction technology and shape 
analysis to detect frames that contain human activities, together with acoustic events 
using features from the audio.  
 
Individual activities and interactions are classified using tracking and color/shape 
analysis. These algorithms work well only when the individual person is easily 
separable from others and from the background.  In principle, camera networks will 
allow us to analyze individual human activities and some typical social interaction 
patterns.  We have tested these basic ideas on simulated data recorded in university 
laboratory settings.  By using multiple-camera tracking technology and color/shape 
property analysis, we are able to understand some typical activities and interaction 
patterns and produce semantic descriptions [9] [42]. The system is able to detect more 
complex social interaction patterns with multiple higher resolution cameras. The 
system will be able to detect a large scale of social interaction patterns, from a waving 
hand at a distance to two people shaking hands.  Given the segmented silhouette of 
several people derived from the new infrastructure’s captured data, the identified 
faces and the detection of the mouth area, temporal classifiers can now be trained to 
recognize if the people are talking based only on the visual data. Such research is 
especially interesting in noisy environments, where microphones will not provide 
enough information to infer if a person speaking, and localize the source. 
 
Another important aspect of social interaction will be to determine which patients 
exhibit frequent social interactions and with whom.  To solve this problem, we 
anticipate that researchers will rely on detailed face and body recognition approaches 
and analyzing data across time. Determining the type of contact between people and 
the affect characteristics is a challenge, especially detecting violent situations, which 
is of great interest to caregivers in a nursing home.  Doctors want to know that, on a 
new medication, a patient previously withdrawn and suffering from chronic pain is 
now smiling while talking to fellow patients, and frequently shaking hands.  

6.7  Privacy Protection 

In many surveillance situations, a large amount of video gets recorded, but depending 
on the local laws and the perspective of the camera view, as well as the nature of the 



setting that is being recorded, researchers must secure the consent and permissions of 
the recorded persons to use that video data.  Furthermore, some people who permit 
data capture choose not to have their recordings become part of an analyzed and 
archived collection. 
 
Especially in the geriatric nursing home setting, our video observations record 
patients, nurses and health professionals as well as visitors.  In our first study about 
70% of the patients (or their legal representatives) gave permissions to use the video 
for research; the remaining patients did not consent. The staff also consented to being 
observed, but their behavior is not the focus of our study. However, while visitors 
were notified through signs that recording was taking place, their explicit consent for 
re-use of the video was not obtained. 
 
After the person identification step described above, we can decide which individuals 
are consenting participants.  Those who are not need to have their images rendered 
unidentifiable and their audio rendered unintelligible in the permanent record [43]. 
The privacy protection in video data may be implemented in several forms: hiding the 
face, blurring the person, making the person half-transparent and completely 
concealing the person. In our current implementation, we use the last type of 
protection by directly substituting the foreground regions with the background. One 
example of privacy protection is shown in Figure 4.  
 

 
Fig 4.  Privacy protection: (a) original video,  

(b) blocking the person on the right to protect her privacy 

6.8  Gradual Trends Over Time 

A change in behavior may be one of the first signs of illness. For example, 
Alzheimer's disease causes the death of large numbers of brain cells over a period of 
time; this results in the mental deterioration, dementia, and eventual death of the 
afflicted individual [44]. Yet a great many changes have gone on in the brain of that 
person, corresponding to a gradual change in personality. An AD patient loses basic 
abilities in a similar order to that in which the abilities were learned: handling 
finances, choosing clothes, bathing oneself, control over bodily functions, feeding 
oneself, speech, the capacity to walk, and even the capacity to sit up [45]. Detection 
of gradual change in behavior requires a long term observation. Currently, 
observational period are not long enough, with too many gaps in observations to track 



gradual changes over time. These gradual changes include effects of medication on 
behavior that can be correlated and documented. The storage capacity in the 
CareMedia infrastructure is not sufficient to provide the long-term observation 
necessary for clinical determination that a behavior has changed. In long-term care 
facilities, physicians modify the dosages of psychotropic drugs periodically. They rely 
on observational records to determine the optimal pharmacological interventions. 
Thus, we need to be able to record a window of at least one month of behavior to 
observe the effects of an altered medication. With the proposed infrastructure, we will 
be able to automatically record and detect gradual behavior pattern changes of each 
patient through a long-term observation. To this end, statistics based on different time 
periods will be performed in wavelet feature space.  
 
Longitudinal visual data also enables the establishment of baseline or “normal” 
behavior patterns for each patient.  The research focus can then be identifying 
differences from the baseline, and tagging that for inspection by a trained clinical 
rater, with a more ambitious goal being the automatic tagging of differences in 
baseline using medically accepted rating scales.  Such research will likely center 
attention on the face, voice, body, eyes, and touch, as these are called out as the 
obvious locales for observing emotion in AD patients [46].  Hence, our infrastructure 
needs to capture high resolution, fine-grained data.  Changes in the amount or rate of 
walking, gait, arm swing, and other attributes of motion from the baseline should also 
be made easy to flag for professional review and diagnosis through the recording 
infrastructure, as such changes are key indicators to the benefits and possibly 
detrimental side effects of pharmacological interventions.  

6.9  Rare Events 

Infrequent abnormal events may be unobserved and thus omitted by care providers in 
their reports. However, abnormal events are associated crucially to early disease 
detections, help requirements, and dangerous alarms. The current capacity in the 
CareMedia storage systems is not sufficient to provide the long-term, detailed 
observation necessary for research into detection of low-frequency events. Current 
observational periods are not long enough to capture infrequent behavior and there are 
too many locations not visible to cameras. In addition, the analysis cannot identify the 
small behaviors that are indicative of the events. A comprehensive record captured by 
the proposed infrastructure supports research with semi-supervised machine learning 
methods to detect and characterize both known and unknown rare events. 

7  Conclusions 

Current machine understanding of aural and visual data recorded in the clinical 
nursing home environment is limited by incomplete data with inadequate resolution.  
By implementing an advanced audiovisual recording environment with 
comprehensive-coverage, but not yet economically practicable in most commercial 
facilities, the capabilities of machine understanding of audiovisual data can be better 



assessed and improved, allowing for categorizing and dynamically summarizing 
antecedents and consequences of behavior temporally aligned with various 
interventions.  The requirements of the described infrastructure are based on prior 
field studies, thousands of hours of accumulated video data analysis and recent 
algorithm development.  This infrastructure supports the generation of information 
that limits redundancy and highlights episodes useful for evaluating a person’s quality 
of life while addressing privacy and policy restrictions. 
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