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Abstract

We study the problem of automatic prediction of text interestingness and present
an information theoretic approach for quantifying it in terms of topic diversity.
Our hypothesis is, in many text domains, often an interesting concept is generated
by mixing a diverse set of topics. Given a word distributional model, we present
an approach that leverages Jensen-Shannon divergence for measuring text diver-
sity and demonstrate how such a measure correlates with text interestingness. We
describe several different base-line algorithms and present results over two differ-
ent data sets: a collection of e-commerce products from eBay, and a corpus of
NSF proposals.

1 Introduction

With the rapid growth of e-commerce, new products are increasingly populated into the market place
on daily basis. A larger subset of these products consists of our daily needs or off-the-shelf products,
while a much smaller subset can be attributed as unique, creative, serendipitous, or interesting (see
Figure 1). This class of products often provoke an emotive response in users and create a more
engaging experience for the them (see Pinterest for example). Automatic discovery of this type
of products is an important problem in e-commerce for creating an engaging experience for the
users. Quantifying interestingness, however, is a challenging problem. There has been considerable
research on visual interestingness and aesthetic quality of images [3, 9, 8, 5, 13, 18]. In text domain,
researchers have studied different dimensions of this problem in terms of humor identification [12,
4, 10, 11], text aesthetics [14, 15, 7], and document diversity [1]. In this paper we only focus on
text. Our hypothesis is, many interesting texts often present diversity in the text describing them. In
examples shown in Figure 1, we have highlighted words that offer the largest diversity in each case.
For example in Figure 1a, in the context of iPhone cases, one would expect less to observe topics
that relate to makeup. In this paper we present an information-theoretic approach for measuring
topic diversity based on Jensen-Shannon Information Diversity and show how it correlates with text
interestingness. Measuring topic diversity in text has been previously studied by [1]. We show how
our method differs from this approach and present empirical results over two different data sets: a
collection of products from eBay, and a corpus of NSF proposals.

2 Our Approach

We assume a distributional representation for the words in the vocabulary (for a brief review
see [17]). A distributional representation over a vocabulary V maps a word in the vocabulary to
a probability distribution over a fixed set of contexts C. Often we start by a co-occurrence matrix
M|V |×|C| where each row represents a co-occurrence of a word with the set of contexts C. For
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(a) Eyeshadow Palettes for
iPhone 6 case

(b) White Silicone Horn Stand
Speaker for Apple iPhone 4/ 4S

(c) Equation Wall Clock Gifts
for Math Gurus

Figure 1: A collection of unique/interesting eBay products. Highlighted keywords demonstrate how
the text associated with such products could span multiple diverse topics.

example if we chose C=V then we obtain the familiar word-to-word co-occurrence representation
which counts the number of times two words co-occurred in a document corpus. Another choice is
to use the set of topics learned over a document corpus by Latent Dirichlet Allocation (LDA) [2] as
the context. The rows ofM|V |×|C| are then normalized in order to obtain a probability distribution
over the context. We will use the notation Pw to represent the probability distribution over the con-
text given a word w. We also use the notation W = {w1, ..., wk} for a bag of word representation
of a text snippet. Given a word distributional representation, PW = {Pw1 , ..., Pwk

} denotes the set
of probability distributions over the context for the words in the text snippet.

2.1 Information Diversity

Given a distributional representation over a vocabulary V and contextC with Pw giving a probability
distribution of a word w over the context C, we can measure information diversity for a text snippet
W = {w1, ..., wk} and its distributional representation PW = {Pw1

, ..., Pwk
} as follows:

Definition 1 Given a distribution Pw, its importance with respect to a prior distribution P is defined
as Dw = DKL(Pw‖P ) where DKL(‖) denotes the Kullback-Leibler Divergence.

Definition 2 Given a set of distributions PW = {Pw1
, ..., Pwk

} and a prior P , we define a mixture
distribution PW =

∑k
i=1 dwi

Pwi
where dwi

=
Dwi∑
Dwj

are the normalized importances.

Essentially, PW is the weighted average of the set PW , where the weights are chosen according to
the importances. Next we define the diversity measure:

Definition 3 We define the Jensen-Shannon Information Diversity of a set of distributions PW with
respect to prior P as JSDP (PW ) =

∑k
i=1 dwi

DKL(Pwi
‖PW ) where dwi

and PW are as in the
previous definition.

This definition is closely related to the general Jensen-Shannon Divergence [6]. Another interesting
theoretical property of Jensen-Shannon Information Diversity is that it can be interpreted as a gen-
eralization of Shannon entropy as a population diversity measure, however we will not go into this
here any further.

2.2 Topic Diversity

In order to apply this model to natural language we first need to build a distributional representation
for words. One natural choice for measuring the topic diversity is to use word-to-topic distribution.
We need to address the following problems:
(1) Building word to topic distribution: We train an LDA [2] to build a topic model given a
document corpus C. From this LDA topic model we obtain the word-topic-count matrixM where
Mij is the number of assignments of j-th topic to wordwi in the corpus. By normalizing the rows of
matrixM we will obtain a word-topic distribution, where the i-th row of the matrix gives the topic
distribution for the word wi (note that word-to-topic distribution as described above is not explicitly
defined as a part of the standard LDA model and our approach is one way to approximate it). We
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also use T to denote the set of topics learned in the LDA model.
(2) Obtaining a prior topic distribution: this is required for computing the information diversity
as described in Section 2.1. We obtain a prior topic distribution P by computing the proportions
of overall topic assignments. This corresponds to summing up matrixM along its rows and then
normalizing the resulting vector.
(3) Capturing topic similarity: here we consider the problem first raised in [1]. When building a
word-to-topic distribution model based on the word-to-topic co-occurrence matrix, the relationship
among topics (i.e, topic similarity ) may be lost. For example, if a wordw has a topic distribution Pw

concentrated on some topic t, then it will not necessarily peak at all other topics that are very similar
to topic t. To address this problem, we first define a topic similarity matrix S|T |×|T | where the ith

row of S gives the topic similarity vector for the ith topic (e.g., cosine similarity between topics [1]).
We further assume that each row is normalized and hence can be thought of as a topic similarity
distribution. Using S we obtain P̃w = PwST which essentially diffuses the initial distribution to
one where all topics similar to some topic t are well represented. Similarly, we can use S to reflect
the topic similarity in the prior distribution as P̃ = PST . In Section 3 we will show how this
approach enhances the standard entropic measure of diversity.
(4) Sample size bias problem: note that when we normalize the rows of the matrixM to obtain
a word-to-topic distributional model, the normalization factor for every word is simply the word
count. Thus for a word w which occurs very rarely in the entire corpus C, the topic distribution
will be artificially skewed and is inaccurate simply because we do not have enough data points to
estimate its true word-to-topic distribution. Now, if for this corpus it happens that the prior topic
distribution is close to uniform, it will give a very high importance to the word w when measuring
the information diversity as described in Section 2.1. One way to alleviate this problem is to use the
relative sample size (e.g., word count) to smooth the distribution obtained by normalizing the rows
of matrixM. A natural choice for the smoothing distribution would in this case be simply the prior
distribution mentioned above. Applying Laplace smoothing we get:

P̂w =
αP̃ + µwP̃w

α+ µw
(1)

where µw is the frequency of word w in D, and Pw is the topic assignment distribution obtained
from the word-topic matrix, while α is the parameter that specifies the strength of the prior.
(5) Conditioning on context words: we propose a final enhancement to the word-topic distribu-
tions. Suppose, the set of wordsW = {w1, ..., wk} represents a text snippet that we want to analyze.
The word wi has a specific meaning inside of W , that can be significantly different than its meaning
out of context. Denote Wī = W − {wi} as the set of all words in W except wi. By PWī

, we
denote the mixture distribution for Wī (Definition 2) and we use P̃Wī

when it is smoothed using
Laplace smoothing method. We propose the following definition of context-dependent word-topic
distribution:

Definition 4 Let P̃ , P̂wi
, P̃Wī

be the topic prior, general topic distribution for wi, and the context
distribution, respectively. Then, the context-dependent distribution is

PWī
wi

(t) ∝
P̃Wī

(t)

P̃ (t)
P̂wi

(t)

There is a probabilistic explanation that we have left out for lack of space. However this can be

intuitively understood as follows: we can think of
P̃Wī

(t)

P̃ (t)
as a weight that further reshapes the

smoothed word-to-topic distribution P̂wi(t) to take into account the context. In our experiments we
also smooth this distribution using Laplacian smoothing.

3 Experiments

We used the following two datasets in our experiments: (1) Interesting iPhone cases: for generating
the ground truth data we hired workers from Amazon Mechanical Turk (AMT) to label a collection
of nearly 20,000 iPhone cases on eBay. The details of this step is beyond the scope of this paper,
however we used insights from interesting iPhone cases found on Pinterest and eBay’s user behavior
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(a) eBay (baseline) (b) eBay (JSD) (c) NSF (baseline) (d) NSF (JSD)

Figure 2: ROC curves presenting the results of experiments on the eBay dataset (a,b) and NSF
proposal dataset (c,d). The comparison plots (a,c) show the results for our approach (JSD-Sim-Con)
against other methods, while the plots (b,d) show different variations of our approach.

Table 1: Classification results for the eBay dataset.
Precision Recall F1 Accuracy

JSD Features 0.714± 0.015 0.597± 0.016 0.650± 0.014 0.8828± 0.0045
RAE 0.676± 0.005 0.666± 0.030 0.671± 0.013 0.8809± 0.0020
SVD Features 0.676± 0.008 0.633± 0.017 0.654± 0.010 0.8778± 0.0027

data in order to generate a balanced data-set. We then pulled our final dataset from the annotated
by selecting only those instances where the annotators all labeled it as positive (i.e., interesting) or
negative (i.e., uninteresting). The final data-set consists of 2179 positive and 9770 negative instances
for a total of 11,949 instances. For each instance, the product title of the corresponding eBay listing
was used as the input. In this case we are dealing with very short text snippets, usually 10 to 12
words each. To train a topic model, we used a larger, more broader set of about 2 million product
titles, grouped based on eBay categorical information into about 8,000 documents of approximately
200 titles each; (2) NSF abstracts: for the second dataset we used a set of 61,902 National Science
Foundation Scholarship proposal abstracts (see [1] for more details) to evaluate how our diversity
measure compares to other methods on larger pieces of text. We used this set for training a topic
model, however to get labeled data, we had to generate artificial examples, by randomly mixing
pairs of abstracts that we could expect to be either similar (small diversity) or very different (high
diversity) and labeling them accordingly. We generated 5,000 of those examples with positive and
negative labels evenly represented. For both datasets, we used the Mallet LDA implementation and
learned a separate topic model with 400 topics.

We present two sets of results. First, we present ROC curves comparing different entropic measures
of topic diversity in an unsupervised setting (labeled data is only used for generating the curves).
Figures 2a and 2c compare our diversity metric using both topic similarity and context conditioning
(labeled by JSD-Sim-Con) with a few baselines; namely LDA topic entropy, LDA topic entropy
using topic similarity (labeled by Entropy-Sim), Rao diversity (see [1] for details). In either case
it can be observed that our diversity metric outperforms the other baselines with an AUC around
0.73. Moreover, for the eBay dataset the other measures give poor results. This can be explained as
follows: since the text snippets are short, the LDA may yield a poor topic inference for such short
text and as a result all measures using topic inference would perform poorly. Figures 2b and 2d show
the gains we obtain by applying topic similarity and context conditioning techniques (steps 4 and 5)
that we discussed in Section 2.2. However, their degree of effects is different for each dataset. In the
second set of results, we used the unnormalized vector of mixture topic distribution (described in
Definition 2) computed over eBay product titles in a supervised classification setting. Table 1 shows
the performance of the SVM classifier using our proposed mixture topic distribution as features and
compares it to two different baselines, namely, SVM using Latent Semantic Indexing (LSI) features
(by forming a document-term matrix and performing SVD), and a deep learning approach using the
recursive auto-encoders (RAE) framework described in [16]. These results are averaged over five
different cross-validation splits using 0.6 for training and 0.4 for testing. Our proposed approach
shows a higher precision and a marginally higher accuracy compared to the baselines.
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